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Preface

This report is an unofficial list of errata for Pattern Recognition and Machine Learning or PRML
by Bishop (2006). In this report, I have compiled only errata that are not (yet) listed in the
official errata document (Svensén and Bishop, 2011) at the time of this writing. Currently,
there are three versions of the official errata document, corresponding to the first (2006),
second (2007), and third (2009) printings of PRML; consult the support page for how to
identify which printing your copy of PRML is from.!

I have tried to follow the terminology and the notation used in PRML and the official
errata as closely as possible. In particular, when specifying the location of an error, I follow
the notational conventions (such as “Paragraph 2, Line —1”) adopted by Svensén and Bishop
(2011). As the official errata document “is intended to be complete,” this report also tries to
correct even trivial typographical errors as well.

PRML is arguably such a great textbook in the field of machine learning that it is extremely
helpful and easier to understand than any other similar account. That said, there are a few
subtleties that some readers might have hard time to appreciate. In hopes to help such
readers get out of struggle or obtain a better grasp on some important concepts, I have also
included in this report some comments and suggestions for improving the readability to
which I would have liked to refer when I first read PRML.

It should be noted that the readers of the Japanese edition of PRML will find its support
page (in Japanese) useful. Along with other information such as the contents, it lists errata
specific to the Japanese edition as well as some additional errata for the English edition,
which have also been included in this report for the reader’s convenience.

I welcome all comments and suggestions regarding this report; please send me any such
feedback via email or, preferably, by creating an “issue” or a “pull request” at the following
GitHub repository

https://github.com/yousuketakada/prml_errata

where you can find the source code of this report as well as other supporting material.

1The last line but one of the bibliographic information page (the page immediately preceding the dedication
page) of my copy of PRML reads “9 8 7 (corrected at 6th printing 2007).” Note that, although it says it is from
the “6th printing,” it is actually from the second printing according to the official errata document (Svensén and
Bishop, 2011) so that I refer to Version 2 of the official errata.
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Corrections and Comments

Page xi

Paragraph -2, Line 1: |f(x)/g(z)| should read |g(z)/f(x)| (with the functions swapped).
Moreover, the limit we take is not necessarily the one specified in the text, i.e., z — oo, but is
often implied by the context (see below).

Big O notation The big O notation g(z) = O (f(z)) generally denotes that |g(z)/f(z)| is
bounded as x — ¢ where, if ¢ is not given explicitly, ¢ = 0 for a Taylor series such as (2.299)
or (D.1); or ¢ = oo for an asymptotic series such as (10.241) or for computational complexity
(see, e.g., Section 5.2.3), for example. See Olver et al. (2018) for other asymptotic and order
notations.

Page 5

Equation (1.1): The lower ellipsis (. . .) should be centered (- - - ).2 Specifically, (1.1) should
read

M
y(x, w) = wo + wir + wox? + - - + wprr™ :ijxj. (1)
§=0

Page 10

The text after (1.4): The lower ellipsis (. . .) should be centered (- - -).

Page 14

Equation (1.8): Note that the conditional probability p (Y = y;|X = x;) = n;;/c; is well-defined
only when p(X = z;) = ¢;/N > 0.

Page 18

Equation (1.27): It should be noted that the transformation g : J — X must be bijective or,
equivalently, invertible in general in order for the change of variables (1.27) to be meaningful
where X and Y are the domains of the distributions p,(-) and p,(-), respectively.®> This

2The ETEX command \cdots or, with the amsmath or mathtools package, \dots (in most cases) will do.

3A function f : X — Y is said to be bijective (or one-to-one correspondence) if, for any y € ), there exists a
unique « € X such thaty = f(x). Note also that bijectivity is equivalent to invertibility: A function f : X — Y
is bijective if and only if f is invertible, i.e., there exists an inverse function f —1 .Y — X (which s, of course, also
bijective) such that f~! o f is the identity function on X and f o f~! is the identity function on ) (an identity
function is a function that maps every input to itself).
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can be easily understood by noting that, if, for any measurable* subset X, C X of X, the
preimageS Yo = g~ (Xy) C Y of X, under the transformation ¢ is again a measurable subset
of Y (such a function g is said to be a measurable function; and every continuous function is,
in fact, measurable) and we can make the change of variables z = ¢(y) as

Am@®=AmW

= /y p2(9(y)) 19’ (v)| dy (4)

dx

k. ©

then we can identify the integrand of the right hand side as p,(y).
It is interesting to note here that we can represent the change of variables in terms of
expectation (Watanabe, 2012) so that

py(y) =E, [6 (y—g ' (2))] (5)

where §(+) is the Dirac delta function (Olver et al., 2018) and y = ¢g~!(x) is the inverse function
of x = g(y).°

Multivariate change of variables Similarly to the univariate case, the multivariate version
of the change of variables formula is given by
ox
et ()] ©)
dy

where we have again assumed that the transformation between x and y is bijective as well as
differentiable; and 0x /0y = (0z;/0y;) is the Jacobian matrix (C.18).

p(y) = p(x)

*A measurable set is such that we can consider its “size” (or measure) in some sense so that the integration
over it is meaningful; this is a concept formally defined in a branch of mathematics called measure theory
(see, e.g., Feller (1971) in the context of probability theory and Tao (2011) for an introduction to Lebesgue
integration), which however “lies outside the scope of [PRML]” (Page 19, Paragraph 3, Line —5). The reason
why we restrict ourselves to measurable subsets here is, of course, that we indeed have “pathological” ones
that are not measurable. However, since it is safe to say that all the sets we meet in practice are measurable
(for example, measurable subsets of R include all the open sets (a1, b1), (az,b2),... and their countable
unions (a1, b1) U (az,b2) U...), we omit the “measurable” qualifier for brevity in the rest of this report.

SLet f : X — ) be some function from a set X" (the domain) to another set Y (the codomain). The preimage (or
inverse image) of a subset Yy C Y of the codomain ) under f is defined by

710 ={z e X| f(x) € Yo} @

so that f~1())y) C X is a subset of the domain X.
6In fact, we have

E. [0 (yo— g ' (2))] = /5 (vo — 9" (@) po(x) dz (6)
=[50 =) nalow) 19 W)y %
= p(9(y0)) |9' (vo)] 8)

where we have made the change of variables z = g(y).



Page 19

Equation (1.32): Similarly to the discrete case (1.8), the conditional probability density

p(ylz) = () (10)

is well-defined only for x such that p(z) > 0. Note however that we can assume that the
product rule (1.32) itself holds in general (see below).

Conditional as a random variable The conditional probability p(y|z) (or, more generally,
the conditional expectation E, [-|z]7) can be regarded as a random variable dependent on
the random variable x on which conditioned. As such, we see that there is no particular
problem if p(y|z) is undefined for x such that p(z) = 0; for such x, we can define p(y|z)
arbitrarily as long as we have p(y|z)p(z) = 0, say, p(y|z) = 0 although this is clearly not a
valid probability because [ p(y|z)dy = 0 # 1.

Note also that, if y is independent of z, then the conditional p(y|x) is well-defined
regardless of x so that p(y|z) = p(y) and, again, the product rule (1.32) holds, which, in this
case, reduces to p(z,y) = p(z)p(y).

Page 33

The line after (1.73): The best-fit log likelihood p (D|wy) should read In p (D|wyy ).

Page 42

Paragraph 1, Line 1: “the class j” should read “class C;.”

Page 44

Paragraph 2, Line —3: Insert a space before the sentence starting “There has been. ..” (the
third printing only).®

Page 46

Equation (1.85): A period (.) should terminate (1.85).

Page 47

Paragraph 1, Line —1: E, [t|x] should read E; [t|x] (the subscript should be the vector t).

’The conditional probability density p |, (y|=) can be written as a conditional expectation so that

Pyl (Yolz) = Ey [6(y0 — y)|7] (11)

where §(-) is the Dirac delta function (Olver et al., 2018).

8Something strange must have happened in the third (2009) printing, leading to some spacing issues where
a sentence ends with a reference number such as “Figure 1.27.” We can also find other “regression” errors in
the third printing. Such errors are marked “the third printing only” in this report.



Page 47

Equation (1.90): The quantity var [¢t|x] is the conditional variance, which is defined similarly to
the conditional expectation (1.37) so that

var[t|x] =E [(t — E [t\x])Q‘x} (12)

where we have omitted the subscript ¢ in what should be E; [-|x]

Page 51

Equation (1.98): Following the notation (1.93) for the entropy, we should write the left hand
side of (1.98) as H[X] instead of H|[p] so that

H[X] = - ZP(%) In p(z;). (13)

As suggested in Appendix D, if we regard the (differential) entropy H|-] as a functional, then
we see that “the entropy could equally well have been written as H[p|” (Page 703, Paragraph 1,
Lines —2 and —1). However, it is probably better to maintain the notational consistency here.

Pages 55 and 56

The text around (1.114): There are some inaccuracies in the definitions and the properties of
convex and strictly convex functions. First, a convex function is not necessarily differentiable
(consider, e.g., the absolute value function f(x) = |z|, which is convex but not differentiable
at z = 0). Second, even for twice differentiable functions, strict positivity of the second
derivative is not necessary for convexity nor for strict convexity. Third, the condition for
strict convexity that “the equality [in (1.114)] is satisfied only for A = 0 and A = 1” (Page 56,
Paragraph 1, Line —4) is meaningless because the equality holds for any A when a = b.

In the following, instead of correcting these errors one by one, I would like to present
slightly more general definitions for convex and strictly convex functions where we let the
parameter A vary only on the open set (0, 1), rather than on the closed set [0, 1] as in PRML,
in order to avoid edge cases. I also give some well-known properties regarding convex
and strictly convex functions that are twice differentiable (which I think are intended to be
addressed in PRML).

Convexity and strict convexity Let f : X — R be a real-valued, continuous® function
defined on some convex set X' such that, if zo, 21 € X, then (1 — A\)zg + A\x; € & for any
A € (0, 1). The function f(x) is said to be convex if

S =A)zo + Azy) < (1= A)f(xo) + Af (1) (14)

oStrictly speaking, we do not need to assume continuity here because convexity implies continuity. More
specifically, a convex function f : X — R is continuous on the entire domain X (except the boundary 9.X).
To see this, consider three points A, B, C on the convex curve y = f(x) whose z values are xg, 21,22 € X,
respectively, where we assume that z¢ < 1 < x». First, we see from convexity that B lies below the line AC.
Again from convexity, we have (i) that, on the interval [zg, z1], the curve must be below AB and above BC;
and (ii) that, on the interval [z1, 23], the curve must be below BC and above AB. These requirements (i) and
(ii) imply continuity of f(x) at = x;. Since 7 can be any element in X’ (except 0X), we see that f(z) is
continuous (on X \ 9X).




for any x¢,x; € X and A € (0, 1). If the equality in (14) holds only when z = z;, then f(x)
is said to be strictly convex.
If f(z) is twice differentiable, the following properties hold:

(i) The function f(z) is convex if and only if the second derivative f”(z) is nonnegative
forallz € X.

(i) If f”(x) is strictly positive for all z € X, then f(z) is strictly convex. Note however that
the converse of this does not hold (consider, e.g., f(z) = 2%, which is strictly convex
but f”(0) = 0).

It is easy to see that convexity implies f”(z) > 0. In fact, from Taylor’s theorem,® we can
write f”(z) in the form

flw—h)—2f(x) + f(x + h)

h—0 h?

(18)

where we see that the right hand side is nonnegative from the inequality condition (14) in
whichwelet A = 1/2 and z; = 2 + (2¢ — 1)h where i = 0, 1. To show the converse, we again
make use of Taylor’s theorem and expand f(z) around x) = (1 — X\)zo + Az so that we have

2

i — T\

) = Flaa) + = ) o) + S e 19
for some &; between x and z;. With this expansion, we can write the right hand side of (14)
in the form

(1= 0 ao) + A7) = Fa) + 20 - DO ) + - e o

from which we see that f”(z) > 0 implies convexity and also that f”(z) > 0 implies strict
convexity.

Page 56

Equation (1.116): In general, we cannot interpret \; in Jensen’s inequality (1.115) as the
probability distribution over a discrete random variable z such that \; = p(z = z;) because,
since (1.115) holds for any {x;}, we can take, say, z; = x; and \; # \; where i # j, assigning
different probabilities to the same value of z. Actually, (1.116) is a special case of (1.115). An
equivalent of (1.115) in terms of random variables can be derived as follows.

0Taylor’s theorem (Abramowitz and Stegun, 1964) states that an n times differentiable function f(x) can be
expanded around a given point ¢ in the form

_ 2 _ n—1
) = o) + (o = 20) o) + 00 ) e IO 0D ) 4 Ryfa) 19
where the remainder term R, (z) (known as the Lagrange remainder) satisfies
Rale) = E=0 jog) as)

for some & between z and z. If we expand f(x) around z with displacement £, then the Taylor series
expansion (up to the third order term) is given by

2 3
f(z+h) = f(z) £ hf'(z)+ %f”(m) + %f@ (z) + O (h). (17)
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Figure 1 A physical “proof” of Jensen’s inequality (MacKay, 2003). Let us suppose that we have a set of
point masses m; = p(z = z;), denoted by filled blue circles (®) with areas proportional to m;, and place
them at the corresponding locations (x,y) = (£(z;), f(£(z;))) on a convex curve y = f(x). The center of
gravity of those masses, which is (E, [£(z)] ,E, [f (£(z))]), denoted by a cross sign (X ), must lie above
the convex curve and thus right above the point (E, [£(2z)], f (E, [£(z)])) on the curve, denoted by a filled
square (H), showing Jensen’s inequality (21). One can also see that, if f(+) is strictly convex, the equality
in (21) implies that £(z) is almost surely constant (it is trivial to show that the converse is true).

Jensen’s inequality in terms of random variables In order to interpret (1.115) probabilis-
tically, we instead introduce another set of underlying random variables z such that
Ai = p(z = z;) and a function &(-) such that x; = £(z;), giving a result slightly more
general than (1.116)

F(E, [§(2)]) < B, [f (£(2))] (21)

where f(-) is a convex function but £(-) can be any. Moreover, if f(-) is strictly convex, the
equality in (21) holds if and only if £(z) is constant with probability one or almost surely,"
meaning that there exists some constant &, such that £(z) = &, on the range of z almost
everywhere, in which case we have E,, [£(z)] = £, and the both sides of (21) equal f(&,). See
Figure 1 for an intuitive, physical “proof” of the inequality (21).

Since the random variables z as well as their probability p(z) can be chosen arbitrarily, it
makes sense to write z implicit in (21), giving a simpler form of Jensen’s inequality

FEE]) <E[f(E)]- (22)

For continuous random variables, we have

/ ( [ €ton dx) < [ i) ptx ax 23)

where we have used x to denote the underlying random variables for which we take the
expectations. By making use of (23), one can show that the Kullback-Leibler divergence KL (p||q)
given by (1.113) satisfies Gibbs’s inequality

KL (pllg) = 0 (24)

with equality if and only if p(x) = ¢(x) almost everywhere. See the following erratum for
more details.

"Here, the proviso almost surely (often abbreviated as a.s.) or almost everywhere (a.e.) means that there may
be some exceptions but they can occur only with probability zero (or measure zero) so that we can safely ignore
them; this is a concept formally defined in a branch of mathematics called measure theory (Feller, 1971; Tao,
2011). As in PRML, we omit such “almost” provisos for brevity in the rest of this report.

7



Page 56

Equation (1.118): There are some difficulties in the derivation (1.118) of Gibbs’s inequality (24).
First, the quantity {(x) = ¢(x)/p(x) is undefined for x such that p(x) = 0. Second, the convex
function f(¢) = — In¢ is undefined for & = 0, which occurs where ¢(x) = 0 and p(x) > 0. In
order to avoid these (potential) difficulties, we shall take a different approach (MacKay, 2003;
Kullback and Leibler, 1951) in which we make use of Jensen’s inequality (23) with respect to
q(x) where we identify f(£) = £In¢ and £(x) = p(x)/q(x). Note that we can safely proceed
with this approach because we can assume ¢(x) > 0 without loss of generality (see below).
In the following, we first show Gibbs’s inequality (24) along this line, after which we
also see that the Kullback-Leibler divergence KL (pl|¢) is convex in the sense that it satisfies
the inequality (14) with respect to the pair of the distributions (p, ¢). Finally, we give
an alternative proof of Gibbs’s inequality (24) in terms of a generalized version of the
Kullback-Leibler divergence such that it is extended for unnormalized distributions.

A proof of Gibbs’s inequality in terms of Jensen’s inequality Let us first examine the
behavior of the integrand of the Kullback-Leibler divergence KL (p||q)

p(x) Inp(x) — p(x) Ing(x) (25)

where ¢(x) or p(x) vanishes. We notice that, if ¢(x) — 0 for x such that p(x) > 0, the
integrand (25) diverges so that KL (p||g) — oo. On the other hand, the integrand (25) always
vanishes for x such that p(x) = 0 regardless of the values of ¢(x).? Therefore, in order for
KL (p||q) to be well-defined, we must have p(x) = 0 for all x such that ¢(x) = 0 or, stated
differently, the support of p(x) must be contained in that of ¢(x), i.e.,®

supp(p) C supp(q) (26)

where supp(p) = {x | p(x) > 0} and so on.!* Note that, for two sets A and B, we write

AC Bor B D Aifa € Bforall a € A so that supp(p) may equal supp(q) in (26).%°
Assuming the condition (26) under which the Kullback-Leibler divergence KL (p||q) is

well-defined, we can restrict the integration in KL (p||¢) only over the support €2 = supp(q)

12Recall that we have defined 0log, 0 = 0 or, equivalently, 0In 0 = 0 (Page 49, Paragraph 2, Line —2) so that
the entropy in “bits” (1.93) or “nats” (13) is well-defined.

130ne can understand (26) intuitively from the perspective of information theory as follows. As we have
seen in Section 1.6.1, the Kullback-Leibler divergence KL (p||¢) can be interpreted as the average amount
of information (in nats) wasted to encode samples generated from the source p with an encoder optimized
for g. In order for this relative entropy KL (p||q) to be well-defined (i.e., in order that we can encode every
sample), the support of the source p must be contained in that of the encoder g. Note also that, in the context of
variational inference in which we minimize KL (p||q) by optimizing p given g (variational Bayes) or q given p
(expectation propagation), the property (26) is referred to as zero-forcing or zero-avoiding because g = 0 implies
p = 0 or, equivalently, p > 0 implies ¢ > 0 (see Section 10.1.2).

“Here, we define the support supp(f) of a real-valued function f : X — R by

supp(f) = {x € X' [ f(x) # 0} (27)

so that, for a probability density function p : X — [0, 00), we have supp(p) = {x € X' | p(x) > 0}.
15In fact, a set A equals another set Bor A = Bifandonlyif A C Band A D B.
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Figure 2 Plotof f(z) = zlnx. The function f(x) is a strictly convex function defined over [0, co) where

we have defined f(0) = 0ln0 = 0. The curve y = f(z) takes the minimum at (z,y) = (e~!, —e™!).
The roots (the values of  such that f(z) = 0)arez =0and z = 1.

of ¢(x). Identifying f(£) = £ In¢ (see Figure 2) and £(x) = p(x)/q(x), we have

Lol = [ b0 {22  ax 28)
= [ o (g6 ax (29)
> 1 ([ atenax) 0)
—y ( [ #) dx) G1)
=f(1)=0 (32)

where we have used Jensen’s inequality (23) with respect to ¢(x) (instead of p(x)). Note that,
since ¢(x) > 0 for all x € (2, we see that {(x) = p(x)/q(x) > 0 is well-defined for all x € {2
and so is f (£(x)) = &(x)In&(x). Since f(&) is strictly convex, the equality KL (p|lg) = 0
holds if and only if £(x) = p(x)/q(x) is constant for all x € 2, which, together with (26),
yields the equality condition that p(x) = ¢(x) for all x.

Convexity of Kullback-Leibler divergence Let us next consider the weighted sum of two
well-defined Kullback-Leibler divergences KL (p1]|¢1) , KL (p2|g2) < o0

S = AKL (p1]lq1) + (1 = A) KL (p2][g2) (33)
- <) 1 Pl(X) X . <) 1 Pz(X) %
_)\/lel( 1 {ql(x)}d +a )\)/Qsz( 1 {CD(X)}d (34)

where A € (0,1). Here, we again assume (26) for each pair of the distributions (p;, ¢;), i-e.,
pi(x) =0 forall x ¢ Q; = supp(q;) where i = 1, 2. Writing

a; = Ap1(x), as = (1 — A)pa(x)

35
b =A%), b = (1 V() %)



and noting that a; = b; = 0 outside €2; and b; > 0 otherwise, we have

5:/ allnﬂdx+/ asIn 22 dx (36)
o b Qs by
:/ alln%dx—l—/ agln%dx—l—/ {alln——l—agln% dx (37)
Ql\Qg bl QQ\Ql b2 Q1NQ2 bl b2
aj + as
> a, + as)ln dx (38)
/QlUQQ ( ! 2) bl + b2
=KL (Ap1 + (1 = Np2|[Ag1 + (1 = N)ge) (39)

from which we see that KL (p||¢) is convex with respect to (p, ¢). Here, we have used the
inequality

by 3] by a2

In & 2 = (b +by) | (2 = 41

arln - + as n (b1 + Do) {b1+b2f(b1)+b1+b2f(b2)} (41)
ay + ag

> (by +0 42

(b1 + 2)f<bl+b2> (42)
a; + as

= + as)1 43

(a1 aQ)nb1+b2 (43)

where we have again used Jensen’s inequality (21) with f(§) = {In¢&.

We also see that (i) convexity of KL (p||q) with respect to (p, ¢) implies (ii) convexity of
KL (p||q) with respect to p. Although the former convexity (i) is not strict in general (consider,
e.g., the case where 4 N €y = (), the latter convexity (ii) can be shown to be strict with a
similar discussion as above (where we let ¢; = ¢» and thus ; = ), i.e., KL (p||q) is strictly
convex with respect to p so that

AKL (pilg) + (1 = A) KL (p2|lq) = KL (Ap1 + (1 — Npallq), A€ (0,1) (44)

with equality if and only if p; = po

Extended Kullback-Leibler divergence Let us now define what we call the extended Kullback-
Leibler divergence (Minka, 2005; Zhu and Rohwer, 1995) as

EKL17) = [ Foom {22 ax+ [ (a0 - ) dx 5)

Note that the definition (45) of the extended Kullback-Leibler divergence includes a correction
term of the form [ {g(x) — p(x)} dx so that it applies to unnormalized distributions p(x)
and ¢(x). One can easily see that, for correctly normalized distributions p(x) and ¢(x), the
correction term vanishes so that

KL (pllg) = EKL (p|q) - (46)

16The inequality used here is a special case of the log sum inequality, which states that, for nonnegative a;, b;,
a; a

;In— >aln— 40

zi: a;ln b, aln b (40)

with equality if and only if there exists some constant ¢ such that a; = cb; for all i where a = ), a; and

b= b;.
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The extended Kullback-Leibler divergence (45) can also be written in the form
~~ ~ p(x)
EKL (p||q :/px F<ln{~—}> dx 47)
@17 = [0 F (B3

Fit)=t+e'—1, te(—o0,00). (48)

where

Since F'(t) > 0 with equality if and only if ¢ = 0,7 we see that an analogue of Gibbs’s
inequality (24) holds also for the extended Kullback-Leibler divergence (45), i.e., we have

EKL (pllg) = 0 (49)

with equality if and only if p(x) = ¢(x) for all x. Thus, we see that Gibbs’s inequality (24)
for the ordinary Kullback-Leibler divergence (1.113) can also be shown from the Gibbs’s
inequality (49) for the extended Kullback-Leibler divergence (45) via the relationship (46).

It is interesting to note here that, if two (normalized) distributions p(x) and ¢(x) are close
so that p(x) & ¢(x), then the Kullback-Leibler divergence between p(x) and ¢(x) can be
approximated (Watanabe, 2012) as

KL (pl) & 5 [ p(x) {lnplo0) ~ Ing(x))* dx (50)

where we have again used (46) and the Taylor expansion F'(t) ~ t*/2 of F'(t) around ¢ = 0.18

Moreover, one can easily see from the linearity of the correction term that the extended
Kullback-Leibler divergence (45) enjoys convexity similarly to the ordinary Kullback-Leibler
divergence (1.113). Specifically, EKL (p|q) is (i) convex with respect to (p, ¢ ) and (ii) strictly
convex with respect to p.

Page 59

Exercise 1.7, Line 2: “To do this consider, the...” should be “To do this, consider the...”

Page 61

Exercise 1.15, Line —1: Add a period (.) at the end of the last sentence.

Page 62

Exercise 1.18, the text after (1.142): “Gamma” should read “gamma” (without capitalization).

Page 64

Exercise 1.28, Line 1: In Section 1.6, the quantity h(z) is introduced as a measure of the
information gained on observing the random variable x, whereas the entropy is the average
of h(x) over z. The first sentence should thus read, e.g., “In Section 1.6, we introduced the
idea of entropy as the average of the information h(z) gained. ..”

7Note that F'(t) is a strictly convex function (because F”'(t) > 0) and takes the minimum F(¢) = 0 at¢ = 0.

18 Although the sign ~ is used for any type of approximate equality in PRML, I make some (soft) distinction
between ~ and ~ in this report: I use ~~ for series expansions where approximation can be exact at some point;
and ~ for general (e.g., numerical) approximation including the Laplace approximation (see Section 4.4).
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Page 64

Exercise 1.28, Lines 3 and 4: “the entropy functions are additive, so that...” should read,
e.g., “the information h(-) is additive so that...” (see also the previous erratum).

Page 69

Equation (2.2): Although the Bernoulli distribution Bern (z|u) is a valid, correctly normalized
probability distribution for any value of the parameter 0 < p < 1 (Page 69, Paragraph 1,
Line 1), it becomes degenerate, i.e., x is fixed to a single value so that x = O or v = 1 if
i = 0or i = 1, respectively.?? Such degenerate distributions are often difficult to treat with
some generality so that they actually seem to have been excluded (implicitly or explicitly) in
most of the discussions in PRML. For example, we should be unable to take the logarithm
of the Bernoulli likelihood (2.5) to give (2.6) if the distribution can be degenerate (because
the logarithm diverges if u = 0 or u = 1). More generally, one cannot identify a degenerate
distribution with any member of the exponential family (see Section 2.4). For instance, the
degenerate Bernoulli cannot be expressed as the exponential of the logarithm as in (2.197)
because its natural parameter (2.198) is again not well-defined for 1 = O or 1 = 1.

Restriction on probability of success In order for the Bernoulli distribution Bern (x|u) not
to be degenerate, we assume in this report that the parameter p (called the probability of
success) is restricted on the open set (0, 1), rather than on the closed set [0, 1] as in PRML, so
that we can write

Bern (z|p) = p*(1 = p)' " =exp{enp+ (1 —2)In(1 —p)}, pe(0,1) (51)

while we can still consider the degenerate case as the limit y© — 0 or 1 — 1. Similar discussions
also apply to other discrete distributions, i.e., the binomial distribution (2.9) and the multinomial
distribution (2.34), for which we shall, therefore, assume the restrictions ¢ € (0,1) and
i € (0, 1) for all k, respectively. See also our definition (200) of the multinoulli distribution.
Accordingly, the same restrictions p € (0, 1) and py, € (0, 1) for all £ are assumed also on
the domains of the (conjugate) prior distributions, i.e., the beta distribution (2.13) and the
Dirichlet distribution (2.38). Note that these restrictions do not affect correct normalization of
the distributions; and also that, with these restrictions, we can avoid potential difficulty that
the density function can diverge at the boundary of the domain (see Figures 2.2 and 2.5).

Page 69

Equation (2.6): In order to take the logarithm of the likelihood (2.5), we should assume
p € (0, 1) so that the Bernoulli distribution is not degenerate. See (51).

Page 70

Paragraph —1, Line —1: The lower ellipsis (. . .) should be centered (- - -).

BSimilarly to 01n 0 = 0, we have defined 0° = 1 here.

2Note however that, in the context of Bayesian inference in which we regard the parameter 1 as a random
variable, the Bernoulli distribution Bern (z|1) cannot be degenerate because 1 € (0, 1) almost surely so that
the edge cases, i.e., 4 = 0 and p = 1, do not matter after all.
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Page 75

The text following (2.26): We assume in this report that 1, € (0, 1) for all k. See (51).

Page 76

Equations (2.34) and (2.35): The multinomial coefficient (2.35) is better written as

N N!
= (52)
mi,mo, ..., MK mllmQ!---mK!
where my, my, ..., mg are comma separated in the left hand side so that it is not to be
confused with a function of the product of m;, my, ..., mg. Also, the lower ellipsis (. ..) in

the right hand side of (2.35) should be centered (- - - ) as shown in (52).

Page 76

The text following (2.37): We assume in this report that 1, € (0, 1) for all k. See (51).

Page 77

The caption of Figure 2.4: We assume in this report that z, € (0, 1) for all k. See (51).

Page 78

The caption of Figure 2.5: “{ay} = 0.1” should read “ay, = 0.1 for all £” and so on.

Page 80

Equation (2.52): We usually take eigenvectors u; to be the columns of U as in (C.37). If we
follow this convention, (2.52) and the following text should read

y=U'(x—p) (53)

where U is a matrix whose columns are given by u; so that U = (uy,...,up). From (2.46) it
follows that U is an orthogonal matrix, i.e., it satisfies UTU = I and hence also UUT =1
where I is the identity matrix.

Page 81

Equations (2.53) and (2.54): If we write the change of variables from x to y as (53) instead of
(2.52), the Jacobian matrix J = (J;;) is simply given by U. Equation (2.53) should read

8:131-
Jij = = = Uy (54)
8yj J

where Uj; is the (ij)-th element of U. The square of the determinant of the Jacobian
matrix (2.54) can then be evaluated as

J)? = U]’ = |UT||U| = |U"U| = 1| = L. (55)
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Page 81

The text after (2.54): Since the Jacobian matrix J is only assumed to be orthogonal here, the
determinant of J can be either positive or negative so that we should write |J| = £1 instead

of |J] = 1.

Page 82

Equation (2.56): We should take the absolute value of the determinant for the same reason
given in the above erratum so that the factor |J| should read |det (J)|. Note however that it
is not recommended to write ||J|| to mean |det (J)| because ||J|| is confusingly similar to the
matrix norm ||J||, which usually refers to the largest singular value of J (Golub and Van Loan,
2013). This notational inconsistency is caused by the abuse of the notation | - | for both the
absolute value and the matrix determinant; if we always use det(-) for the determinant,
confusion will not arise and the notation be consistent.

Notation for absolute determinant An alternative solution to the problem of notational
inconsistency mentioned above would be to explicitly define |A| as the absolute value of the
determinant of a square matrix A, i.e.,

|A| = |det (A)] (56)

so that we have |J| = 1 and (2.56) holds as is. Note also that this notation (56) is mostly
consistent in other part of PRML because we have |A| = det (A) for any positive-semidefinite
matrix A > 0 (see Appendix C) and most matrices for which we take determinants are
in fact positive definite.?! Such positive-definite matrices include the covariance 3 or the
precision A of the multivariate Gaussian distribution and the scale matrix W of the Wishart
distribution (see Appendix B).

Page 82
Two lines above (2.59): “the term in z in the factor (z + p)” should read “the term z in the

factor (z + p)” (Remove the first occurrence of “in”

Page 90

Paragraph —1, Line 2: The partitioned vector should read (2.65) or x = (x, XbT)T.

Page 91

Paragraph 1, Line 1: “linear Gaussian” should read “linear-Gaussian” (with hyphenation)
for consistency with other part of PRML (see, e.g., Section 8.1.4).

2In this report, we assume as customary that the concept of positive /negative (semi)definiteness is restricted
to symmetric matrices. For example, when we say “A is positive definite” or A > 0, we implicitly assume
that A is also symmetric so that AT = A, though we still sometimes say “A is symmetric positive definite” to
avoid confusion.
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Page 93

Equation (2.120): The “vector derivative” operator % should read the gradient operator V,,
if we adopt the notation (301) as we do in this report.

Pages 93 and 94

Equations (2.121) and (2.122): We obtain the maximum likelihood solutions iy, and 2y
for the Gaussian by setting the derivatives of the log likelihood function In p (X|u, ¥) given
by (2.118) with respect to p and 3J equal to zero, which, however, only implies that puy, and
Yme are stationary points. We should also show that pyy, and 3y, indeed maximize the
likelihood as discussed in the following.

Maximum likelihood for Gaussian Let us first maximize the likelihood function with respect
to the mean p. This can be easily done by noting that the log likelihood (2.118) is quadratic
in p so that

N
Inp (X[, 2) = =5 (= pma) 37" (1 — poan) + const (57)

where pyy, is given by (2.121) and the terms independent of p have been absorbed into
“const.” Since the covariance X is positive definite and so is its inverse X!, we see that
the log likelihood (57) is concave with respect to p and that gy indeed maximizes the
likelihood.

Next, we consider maximization with respect to the covariance 3. The maximum
likelihood solution 3y given by (2.122) can be obtained by solving

Vs Inp (X|p, ) = O (58)

where V4 is the gradient operator with respect to a matrix A defined by (326) and O is
a zero matrix. Making use of the eigenvalue expansion (2.48) of X, we can write the log
likelihood (2.118) in terms of the eigenvalues {\; } so that

N S,
Inp (X|p,X) = -5 E {ln Ai + )\—Z} + const (59)
i=1 v
where
XN
_ 2 _..T
Si = N n§:1 Ynis Yni = U, (Xn - N) . (60)

Although the log likelihood (59) is not a concave function of 3 (one can easily see this by
considering the univariate case), one can observe that In p (X|u, 3) — —oc if ¥ approaches
the boundary of the space of symmetric positive-definite matrices, i.e., if \; = 0 or \; = oo
for any ¢. Therefore, if (58) has a unique solution Xy, > 0, then gy and Xy jointly
maximize the likelihood.

Note that a similar observation holds when we maximize the log likelihood in terms of
the precision A = X!, in which case the corresponding log likelihood for A is given by

N N
Inp (X|pv, A) = 5 In|A| — 5} Tr (XM A) + const. (61)
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Setting the derivative of (61) with respect to A equal to zero, we indeed obtain Ayy = Xy .
One can also see that (61) is actually a strictly concave function of A due to the strict concavity
of In|A| for A > 0 (Magnus and Neudecker, 2007) together with the linearity of Tr (X A).
See Anderson and Olkin (1985) for further discussions.

Page 100

Equations (2.147) and (2.148): In addition to the mean E[A] and the variance var[A], given by
(2.147) and (2.148), respectively, we are also interested in the log expectation E [In \], given by
(B.30), of the gamma distribution (2.146), which is necessary to evaluate the entropy H [)\],
given by (B.31). Note that the log expectation of the Dirichlet distribution (2.38) is derived in
Exercise 2.11 by differentiating its probability with respect to the parameters (the mean and
the covariance are concerned in Exercise 2.10). Applying this technique of differentiation, we
can calculate the log expectation of the gamma distribution. Here, I would like to state the
technique in more general terms (see Section 2.4 for even more general exposition in terms
of the exponential family), after which we show (B.30). We also find an alternative form of
the log expectation E [In \] in terms of the logarithm of the mean In E[\] and an interesting
function related to the digamma function, namely, the log minus digamma function.

Score function For a correctly normalized probability distribution p (x|@) over some
random variables x parameterized by parameters 8 and differentiable with respect to 0,
let us consider how p (x|@) changes under perturbations in 6. Specifically, the first-order
relative difference in the direction 7 is given by

1 {p(X\O +en) —p(x|6)

1
p(x]6) 50 :

} =n"g(8,x) (62)

where we have assumed that p (x|@) remains correctly normalized under sufficiently small
perturbations in 8; and defined the score function, denoted by g(6, x), as the derivative of the
log probability with respect to 8 so that

Vo p (x|6)
p(x[0)
Note that the score function (63) is called the Fisher score (6.32) in PRML. In fact, the

first-order relative difference (62) is zero on average in whatever the direction 7 because the
expectation of the score function (63) vanishes so that

g(0,x) = Vylnp (x|0) = (63)

Ex [g(0,x)|6] =0 (64)

where E, [-|0] denotes the conditional expectation (1.37) so that the above expectation is
taken with respect to p (x|0).

We can show the general identity (64) by differentiating the both sides of the integral
identity

/p@wnmzl (65)
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with respect to 8, giving

Ve /p (x|0)dx =0 (66)
/Vep (x]0)dx =0 (67)
/p(x|0) Volnp(x|0)dx =0 (68)

where we have assumed that we can interchange the order of the derivative and the integral;
and used the log derivative identity

Vi=fVinf (69)

Although we have assumed here that the variables x are continuous, the same discussion
holds if some or all of x are discrete by replacing the integrations with summations as
required.

At this moment, I would like to point out a subtlety in the identity (64). Recall that, when
we introduce the score function (63), we have assumed that sufficiently small perturbations
in @ do not affect the correct normalization of p (x|@). This assumption is required to
show (64) because otherwise the right hand side of (66) would not vanish. Let us take the
multinoulli distribution Mult (x|g) defined by (200) as an example. Since we cannot change
a single parameter y, (the normalized probability of observing x, = 1) independently of
the others ji; where j # k due to the sum-to-one constraint ) , y, = 1, it is not valid to
substitute V,, In Mult (x|u) into (64). Instead, we should consider the derivatives with
respect to independent parameters. The unnormalized probabilities i related to y, through
(202) are among such parameters; the corresponding score function is given by

T 1

Vi, InMult (x|p) = — — =—. (70)
e (i) i Yo H

Substituting (70) into (64), we indeed obtain a valid result that E[zy] = .

Log expectation of gamma distribution Now, let us return to the gamma distribution (2.146).
The derivative of the log probability with respect to a is given by

%lnGam (Ala,b) =In XA —¢(a) +1Inb (71)
where 9)(+) is the digamma function given by (107). Substituting (71) into (64), we obtain
E[In Al =4(a) —Inb (72)

showing (B.30). Similarly, one can reproduce the result (2.147) for the mean E [\] by
substituting the derivative of the log probability with respect to b into (64).

Log minus digamma function It follows from Jensen’s inequality (21) that the log expec-
tation E [In A] is less than the logarithm of the mean In E [A] because In € is strictly concave
where £ > 0 so that

E[ln A < mE[\ =In % (73)
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Figure 3 Contour and surface plots of the Gaussian-gamma (normal-gamma) distribution (2.154) where
o =0, 8 =2,a=>5,and b = 6. Contours are plotted at densities from 0.1 (the outermost contour, shown
in blue) to 0.5 (innermost, red) with an equal step of 0.1.

where we have used (2.147). The difference between In E [\] and E [In A] can be evaluated
analytically in this case by noting (72) or (B.30) so that

E[lnA] = InE[A\] — ¢(a) (74)
where p(a) > 0 is what we call the log minus digamma function defined by
o(a) =Ina—y(a), a€ (0,00). (75)

The log minus digamma function (75) naturally arises also in deriving the maximum
likelihood solution for the gamma distribution as we shall see shortly.

Page 102

Figure 2.14: Since no contour labels are given, this contour plot alone does not convey very
useful information regarding the shape of the distribution. For a better grasp, we can use the
contour and the surface plots in combination as shown in Figure 3.

Page 102

Equation (2.155): Although an interpretation for the parameters of the gamma distribu-
tion (2.146) has been given, no such an interpretation for the parameters of the Wishart
distribution (2.155) is given here nor in Exercise 2.45. Generally speaking, when we construct
a probabilistic model with priors, we must choose some reasonable (initial) values for
their parameters, known as hyperparameters; this calls for an intuitive interpretation for the
parameters of such priors. We can give an interpretation for the parameters of the Wishart
distribution as follows.

Interpreting parameters of Wishart Let us consider a simple Bayesian inference problem in
which, given a set of N observations X = {x;,...,xy} for a zero-mean Gaussian random
variable, we infer the covariance matrix X or, equivalently, the precision matrix A = X1

18



The likelihood p (X|A) in terms of the precision A is given by

N N
p(X|A) =[] pxalA) = [N (xa]0,A71). (76)
n=1 n=1

If we choose the prior p (A) over A to be a Wishart distribution so that
p(A) =W (A|Wo, 1) (77)

our analysis can be simplified because it is the conjugate prior. In fact, the posterior p (A|X)
is given by

p(A|X) o p(X[A)p(A) (78)

N
1 1
x [A|M? exp {—5 E XEAXn} |A| 0PI oxp {—5 Tr (ngA)} (79)
n=1

1
— |A|(VN—D—1)/2 exp {—5 Tr (W&IA) } (80)
where
UN = Vy+ N (81)
N
Wil =W+ Z XX, (82)
n=1

Reinstating the normalization constant, we indeed see that the posterior becomes again a
Wishart distribution of the form

p(AIX) =W (A|Wn,vn). (83)

This result suggests us how we can interpret the parameters of the Wishart distribu-
tion (2.155), namely the scale matrix W and the number of degrees of freedom v. Since
observing N data points increases the number of degrees of freedom v by /V, we can interpret
1 in the prior (77) as the number of “effective” prior observations. The /N observations also
contribute N X to the inverse of the scale matrix W where Yy is the maximum likelihood
estimate for the covariance of the observations given by

N
1

suggesting an interpretation of W in terms of the “covariance” parameter
> =wW) . (85)

More specifically, we can interpret 3y = (1yW) " as the covariance of the 1 “effective” prior
observations. Note that this interpretation is in accordance with another observation that
the expectation of A with respect to the prior (77) is indeed given by E[A] = 1y W, = 3
where we have used (B.80).
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Page 102

Equation (2.157): Again, no interpretation is given for the parameters of the Gaussian-Wishart
distribution (2.157) nor for those of the Gaussian-gamma distribution (2.154). Since the
Gaussian-gamma can be obtained as a special case of the Gaussian-Wishart where the
dimension is one so that D = 1, we shall make an interpretation only for the parameters of
the Gaussian-Wishart here.

Interpreting parameters of Gaussian-Wishart Let us consider a problem of inferring the
mean p and the precision A given the Gaussian likelihood

N
p (Xl A) = [N (x|, A7) (86)
n=1

and the Gaussian-Wishart prior

p (i, A) =N (| po, (BoA) ™) W (A|Wo, 15) (87)
At this moment, we introduce notations for the maximum likelihood estimates for the mean
and the covariance given the N observations X = {xy,...,xy}, i.e.,
1 & 1 &
PML= 57 )Xo XML > 6 = ) (% — )" (88)
n=1 n=1

respectively. After some algebra,?> we can evaluate the posterior as

p (1, A[X) ocp (X[p, A)p (12, A) (93)
N
o |A[Y2 exp {—% > () A (x, — u)}
n=1

> ’A’(l/ofD)/Q exp {_% Tr ({ng + Bo (,LL _ ,UO) (M — NO)T} A)} (94)

= A e LDt (W = ) (- )T} ) b 09

2The form (99) of W;,l is a little tricky to obtain so that I would like to show a more detailed derivation
here. Collecting and evaluating the coefficients of A inside Tr(-) in the posterior (94), we have

N
Wil + > (%0 — ) (%0 — )"+ Bo (1 — o) (11— o) (89)
n=1
=W+ NZw + N (1 — pae) (g — pnie) '+ Bo (8 — o) (& — po) " (90)
= Wi+ Nw + Bn (= o) (= )" = Byl + Nove oy + Bopopsd 91)
BoN

= Wil + NS + Bn (o — o) (p— )" + (n — p20) (pn — o) (92)

Bo+ N
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Figure 4 Plot of Student's t-distribution density functions St (z|u, A, v) (left) and corresponding log density
functions In St (x|u, A, v) (right) for various values of v where we have fixed 4 = 0 and A = 1.

where
By = fo+ N (96)
Bypn = Bopo + Npme 97)
vy =19+ N (98)
W]_Vl =W, '+ N [ Sy + 5—0 (v — o) (i — HO)T . (99)
N

Thus, we find that the posterior is again a Gaussian-Wishart of the form

p(p AX) =N (p|pn, (ByA) )W (AW, vy). (100)

Note that a similar result is obtained in Section 10.2.1 for a Bayesian mixture of Gaussians
model in which we assume a Gaussian-Wishart prior for each Gaussian component.

From the above result, we see that the parameters 3, and p, for the mean p can be
interpreted somewhat independently of those 1, and W, for the precision A. We can
interpret 3, as the number of “effective” prior observations for p and p as the mean of the
Bo prior observations. The interpretation of 1y and W, is similar to the one we have made in
the previous erratum except that we have in (99) a term due to the uncertainty in p, that
is, a term involving the outer product of the difference between the maximum likelihood
mean fyy, and the prior mean g, scaled by 5y/On.

Page 102

Paragraph -1, Line —2: “Gamma” should read “gamma” (without capitalization).

Page 103

Figure 2.15: The tails of Student’s t-distributions are too high; one can easily see that, if
compared to the corresponding Gaussian distribution labeled v — oo, the t-distributions are
not correctly normalized. Figure 4 gives the correct plot.

Page 103

Paragraph -1, Line —3: As pointed out in the text, the maximum likelihood solution
for Student’s t-distribution can be most easily found by the expectation maximization (EM)
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algorithm, which we study for discrete and continuous latent variables in Chapters 9 and 12,
respectively; it is not until Exercise 12.24 that we apply the EM algorithm to the problem of
maximum likelihood for the (multivariate) Student’s t-distribution (2.162). Although we have
to defer the derivation of the above mentioned EM algorithm for some time, it is useful to
have considered a related problem of maximum likelihood for the gamma distribution (2.146)
here in advance, because, since the t-distribution is obtained by marginalizing over a gamma
distributed precision as we have seen in (2.158), we need to estimate the gamma distribution
as a subproblem of the EM for the t-distribution.

Maximum likelihood for gamma distribution Given a data set x = {xy,..., 2y}, we con-
sider a likelihood function of the form
N
p(x|a,b) = H Gam (z,|a, b) (101)
n=1

where the gamma distribution Gam (\|a, b) is given by (2.146). The log likelihood is given by
Inp(x|a,b) = N{—InT'(a) +alnb+ (a —1)Inz — bT} (102)

where T and = denote the arithmetic mean and the geometric mean, respectively, so that

1 — 1 —
T = N;xn, Inz = N;lnxn. (103)

We see from (102) that T and In 7 are the sufficient statistics of the gamma distribution.
Here, we assume that x,, > 0 for all n (which holds with probability one if x, has been
drawn from a gamma distribution) so that we have 7 > 0 and z > 0.

Let us first assume that a > 0 is known. It is easy to see that the log likelihood (102) is a
strictly concave function of b > 0. We can maximize the likelihood by setting the derivative
of (102) with respect to b equal to zero, which gives b = a/Z. Back substituting this into
(102), we have

Inp(x|a,b)|,_z = N{—InT'(a) + alna —alnZ + (a — 1) InT — a}. (104)

Next we maximize (104) with respect to a > 0. This can be done by setting the derivative
of (104) with respect to a equal to zero, which gives a nonlinear equation of the form

pla) =InT —Inx (105)

where () is the log minus digamma function given by (75). One can see that (104) is again a
strictly concave function of a > 0 because ¢(a) is a strictly monotonically decreasing function
so that ¢/(a) < 0.

It follows from Jensen’s inequality (21) thatIn Z > In Z (which implies T > 7 because of the
monotonicity of the logarithm). Here, we further assume that the strict inequality InZ > InZ
holds so that the right hand side of (105) lies among (0, o). Since the log minus digamma
function ¢ : (0,00) — (0, c0) is bijective and thus has the inverse function ¢! : (0, 00) —
(0, 00), we can solve (105) uniquely for a > 0. Substituting this into b = a/Z, we finally
obtain the maximum likelihood solution for the gamma distribution

ave = ¢ (InZ — In7), by = %. (106)
T
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Page 104

Paragraph 1, Line 4: In practical applications, the importance of robustness to outliers cannot
be overemphasized. Here, I would like to point out that, particularly in the context of robust
regression, there exist historically a number of heuristic approaches to robustness such as
M-estimators (Press et al., 1992; Szeliski, 2010), in which the standard least squares method is
modified so as to use a more “robust” cost function. In this respect, the robust regression in
terms of Student’s t-distribution can be regarded as an M-estimator where the cost function
is derived from its negative log likelihood.

An M-estimator can be solved iteratively by approximating the cost functions successively
in terms of quadratic bounds. Called iteratively reweighted least squares or IRLS, this algorithm
closely resembles the EM algorithm. In fact, one can identify the IRLS and the EM for the
robust regression in terms of Student’s t-distribution. Note also that the successive quadratic
approximation in IRLS can be regarded as a local variational method discussed in Chapter 10.

Although we are free to choose from a broad class of cost functions in M-estimators, such
a heuristic choice makes our Bayesian analysis difficult. For instance, M-estimators need a
separate evaluation data set for selecting hyperparameters. On the other hand, probabilistic
models such as the robust regression model in terms of Student’s t-distribution allow us
to perform model selection in a consistent way without the need for an evaluation data set,
while avoiding overfitting.

Page 104
The text after (2.160): The Gaussian N (x|, A) should read N (x|p, A71).

Page 110

Paragraph —1, Line 3: Insert a space before the sentence starting “This is known...” (the
third printing only).

Page 112

Paragraph —1, Line 3: Insert a comma (,) after the ellipsis (. . .).

Page 114

Equation (2.210): We assume in this report that y;, € (0, 1) for all k and thus ZkK;ll i € (0,1).
See (51).

Page 115

The line before (2.215): = (11,...,nu—-1)" should be § = (n1,...,nx—1,0)" (the third
printing only).?

ZNote that this erratum is taken from the official errata (Svensén and Bishop, 2011) for the first and the
second printings, which is however missing in the errata for the third printing.
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Page 116

Equation (2.224): The right hand side should be a zero vector 0 (instead of a scalar zero 0).
Furthermore, I would like to point out that the gradient operator V found on the left hand
side, which is first used here in PRML, has not been properly defined. Actually, although
Appendix C introduces the “vector derivative” operator 8%, which is (perhaps confusingly)
used interchangeably with the gradient operator Vy throughout PRML, the gradient itself is
not defined anywhere in PRML. Moreover, the “vector derivative” operator is, unfortunately,
not well-defined in Appendix C; we shall come back to this issue later in this report. See
(301) for the proper definition of the gradient V we adopt in this report.

Page 119
The line before (2.239): “for choices” should be “for all choices.”

Page 126

7

The caption of Figure 2.28: The red, green, and blue points correspond to the “homogeneous,’
“annular,” and “laminar” (or “stratified”) classes, respectively.

Page 127

Paragraph 2, Lines 1 and 2: Remove the two commas before and after the phrase “and the
kernel density estimator.”

Page 128

Exercise 2.4, Line 3: “the mean of n” should be “the mean of m.”

Page 129
Exercise 2.9, Line 1: Remove the period (.) after [T

Page 129

Equation (2.275): Insert a comma (,) between 1i; and jy; so that the left hand side of (2.275)
reads cov [p;, ).

Page 130

Equation (2.277): In order to be consistent with the mathematical notation in PRML, the
differential operator d should be an upright d. Specifically, the digamma function is given by
d ~ I'(a)

P(a) = T Inl(a) = Ta) (107)

Note that the digamma function (107) is also known as the psi function (Abramowitz and
Stegun, 1964; Olver et al., 2018).
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Page 132
Exercise 2.28, Line —2: “given (2.99)” should be “given by (2.99).”

Page 133

Exercise 2.35, Line 1: Remove the comma in “the results (2.59), and (2.62).”

Page 138

Equation (3.1): The lower ellipsis (. . .) should be centered (- - -).

Page 141

Equation (3.13): The use of the gradient operator V is not consistent here. Asin, e.g., (2.224),
the gradient of a scalar function is usually defined as a column vector of derivatives so that
(3.13) should read?

N
Vwlnp (tjw,8) =8 {t, — W (x,)} ¢ (x,) (108)
n=1

where we have written the variable w with respect to which we take the gradient in the
subscript of V explicitly. See (301) for the definition of the gradient operator V adopted in
this report.

Page 142

Equation (3.14): The left hand side should be a zero vector O instead of a scalar zero 0 so that

(3.14) should read
N N
0=t (x.) - (Z & (x,) ¢ <xn>T> w (109)
n=1 n=1

where we have used the gradient of the form (108) instead of (3.13).

Page 142
Equation (3.16): Note that the design matrix ® can be expressed more concisely as

D= (¢, 2,...,0n8)" (110)

where we have written ¢,, = ¢(x,,). Using this representation (110), one can more easily see
that the likelihood function (3.10) can also be written as a multivariate Gaussian so that

p(tIX,w,5) = N (t|@w, 57'1) (111)
where the target variables {t,,} have been grouped into a column vector

t=(ty,lo, ..., tx)". (112)

%Note that we use a different typeface (from a D-dimensional target variable t) for the /N-dimensional
vector t = (f1,...,ty)" consisting of one-dimensional target variables {t,} where n = 1,..., N. See also
“Mathematical Notation” for PRML on Pages xi—xii.
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Similarly, the sum-of-squares error function (3.12) can be written in the form
1 2
Ep(w) = 5 [t — ®w]| (113)

where ||e|| = VeTe is the norm of a vector €. Taking the gradient of (113) with respect to w,
we have
VwEp(w) = - (t — dw) (114)

where we have used the identity (312) together with the chain rule (304) and the identity (309).
Setting the gradient (114) equal to zero, we directly obtain the normal equations (3.15).

Page 146
Equation (3.31): The left hand side should be y (x, W) instead of y (x, w).

Page 147

The text after (3.35): Insert a comma (,) after the ellipsis (. .. ).

Page 147

Paragraph —2: The argument that “the phenomenon of [overfitting?] does not arise when
we marginalize over parameters in a Bayesian setting” is simply an overstatement. Bayesian
methods, like any other machine learning methods, can overfit because the true model from
which the data set has been generated is unknown in general so that one could possibly
assume an inappropriate (too expressive) model that would give a terribly wrong prediction
very confidently; this is true even when we take a “fully” Bayesian approach (i.e., not
maximum likelihood, MAP, or whatever) as discussed shortly. We also discuss in what
follows the difference between the two criteria for assessing model complexity, namely, the
generalization error (see Section 3.2) and the marginal likelihood (or the model evidence; see
Section 3.4), which is not well recognized in PRML.

A Bayesian model that exhibits overfitting Let us take a Bayesian linear regression model of
Section 3.3 as an example and suppose that the precision /3 of the target ¢ in the likelihood (3.8)
is very large whereas the precision o of the parameters w in the prior (3.52) is very small
(i.e., the conditional distribution of ¢ given w is narrow whereas the prior over w is broad),
leading to insulfficient reqularization (see Section 3.1.4). Then, the posterior p(w|t) given the
data set t will be sharply peaked around the maximum likelihood estimate wy, and the
predictive p(t|t) be also sharply peaked (well approximated by the likelihood conditioned
on wyy ). Stated differently, the assumed model reduces to the least squares method, which
is known to suffer from overfitting (see Section 1.1).

Of course, we can extend the model by incorporating hyperpriors over 3 and «, thus
introducing more Bayesian averaging. However, if the extended model is not sensible (e.g.,
the hyperpriors are sharply peaked around wrong values), we shall again end up with a
wrong posterior and a wrong predictive.

%In this report, we use the term “overfitting” without hyphenation (i.e., instead of “over-fitting” as in PRML).
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The point here is that, since we do not know the true model (if any), we cannot know
whether the assumed model is sensible in advance (i.e., without any knowledge about data
to be generated). We can however assess, given a data set, whether a model is better than
another by, say, Bayesian model comparison (see Section 3.4), though a caveat is that we still
need some (implicit) assumptions for the framework of Bayesian model comparison to work;
see the discussion around (3.73).

Generalization error vs. marginal likelihood Moreover, one should also be aware of a
subtlety that (i) the generalization error, which can be estimated by cross-validation (Section 3.2),
and (ii) the marginal likelihood, which is used in the Bayesian model comparison framework
(Section 3.4), are closely related but different criteria for assessing model complexity, although,
in practice, a higher marginal likelihood often tends to imply a lower generalization error
and vice versa. For more (advanced) discussions, see Watanabe (2010, 2013).

Page 156

Equation (3.57): The new input vector x is omitted in (3.57) as in, e.g., (3.74). However, this
is inconsistent with (3.58). By making the conditioning on x explicit, (3.57) should read

p(tlxt, @, ) = / p (tx, W, B) p (Wlt, @, 8) dw (115)

where we have omitted the previous input vectors X corresponding to the targets t as we
have done in (3.11).
Page 166

Paragraph 2, Line 1: “Gamma” should read “gamma” (without capitalization).

Pages 168-169, and 177

Equations (3.88), (3.93), and (3.117) as well as the text before (3.93): The derivative operators
should be partial differentials. For example, (3.117) should read

9 (0

Page 170

Figure 3.15: The eigenvectors u; and uy are unit vectors so that their orientations should be
shown as in Figure 2.7 on Page 81. Or, the scaled vectors u; and u, should be labeled as

)\1_1/ 2u1 and A\, L 2u2, respectively.
Page 174

Exercise 3.4, Line —4: The Kronecker delta d,; should read I;; for consistency with other part of
PRML where [;; is the (i, j)-th element of the identity matrix I (see “Mathematical Notation”
on Pages xi—xii).
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Page 179

Paragraph 1, Line —4: The decision surfaces are defined by linear equations of the input
vector x and thus are (D — 1)-dimensional hyperplanes within the D-dimensional input
space.

Page 180

The lines before and after (4.3): f(-) should be f(-) (the spaces around the dot should be
removed to conform with notation elsewhere in PRML).

Page 186

Paragraph 2, Line 2: Insert a space before the sentence starting “This shows a...” (the third
printing only).

Page 190

Equation (4.33): The right hand side should be a zero vector O instead of a scalar zero 0.

Page 205

Equation (4.88): The differential operator d should be an upright d.

Page 207

Equation (4.92): The gradient and the Hessian in the right hand side, which are in general
functions of the parameter w, must be evaluated at the previous estimate w° for the
parameter. Thus, (4.92) should read

whew — Wold o |:H (Wold)] -1 VE (Wold) (117)

where H (w) = VVE (w) is the Hessian matrix whose elements comprise the second
derivatives of E (w) with respect to the components of w.

Page 210

Equation (4.110) and the preceding text: The left hand side of (4.110) is obtained by taking
the gradient of V, E given in (4.109) with respect to w;, and corresponds to the (k, j)-th
block of the Hessian, not the (j, k)-th. Thus, (4.110) should read

N

Vo Voo, B (W1, Wi) = Y nj (Tej = Yok) Dby (118)
n=1

To be clear, we have used the following notation. If we group all the parameters wy, ..., wg

into a column vector

Wi

w=| : (119)
Wk
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the gradient and the Hessian of the error function £ (w) with respect to w are given by

Vi, E Ve Ve E - Ve Ve E
Vw Vawie Vi, B -+ Vy VB

respectively.

Pages 212-214

Equations (4.119), (4.122), (4.126), and (4.128): The differential operator d should be an
upright d.

Page 213

Paragraph 1, Line 1: “must related” should be “must be related.”

Page 218

Equation (4.144): The covariance should be the one Sy evaluated at wyap. To make this
point clear, we can write the approximate posterior in the form

q(w) = N(W‘WMAE Smap) (121)
where
Sviar = SN |ycwarns (122)
and Sy is given by (4.143).
Page 219

Equation (4.150): my should read wyap. Note that the notation m is the one used for the
mean (3.50) of the posterior (3.49) for the Bayesian linear regression whereas wyap, which
however cannot be represented analytically, is the mean of the approximate posterior (121)
for the Bayesian logistic regression. Furthermore, if we adopt the notation (122) for the
covariance of the approximate posterior (121), then we have the variance o2 in the form

02 =" Swar @. (123)

Page 237

Equation (5.26): The right hand side should be a zero vector O instead of a scalar zero 0.

Page 237

Paragraph 4, Line 2: VE(w) = 0 should read VE(w) = 0 (the right hand side should be a
zero vector 0).

Page 238

Paragraph 2, Line 3: VE(w) = 0 should read VE(w) = 0 (the right hand side should be a

zero vector 0).
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Page 238

Equation (5.32): Since we refer to the right hand side of (5.32) later, let us write it as, say,
E(w) so that (5.32) reads

E(w)~ E(w)=EW)+=(w—w)"H(w-—w". (124)

Perhaps we should have used different notation because we use NE differently in Section 5.5.5,
though this will not cause any great confusion even if we use E(w) here.

Page 238

Equation (5.34): The Kronecker delta d;; should read I;; for consistency with other part of
PRML.

Page 238
Equation (5.36): The left hand side should read E(w) where E(w) is given by (124).

Page 239

Figure 5.6: The eigenvectors u; and u, are unit vectors so that their orientations should be
shown as in Figure 2.7 on Page 81. Or, the scaled vectors u; and u, should be labeled as

)\1_1/ ®u, and Ay iy respectively.

Page 246

The line following (5.65): “ds” should read “d’s” for consistency with the line above (5.65).

Page 248

Equations (5.75) and (5.76): The Kronecker delta d; should read I; for consistency with
other part of PRML. See also (4.106).

Page 251

Paragraph 2, Line 1: The outer product approximation to the Hessian of the form (5.84) is
usually referred to as the Gauss-Newton approximation (Press et al., 1992), which not only
eliminates the computation of second derivatives but also guarantees that the Hessian thus
approximated is positive (semi)definite, whereas the Levenberg-Marquardt method (Press et al.,
1992) is a method that improves the numerical stability of (Gauss-)Newton type iterations by
correcting the Hessian matrix so as to be more diagonal dominant. Let us now compare the
two types of approximation to the Hessian, i.e., Gauss-Newton and Levenberg-Marquardt,
more specifically in the following. We first observe that the Gauss-Newton approximation to
the Hessian given in the right hand side of (5.84) can be written succinctly in terms of matrix

product as
Hey =J%] (125)
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where J = (Vay,...,Va N)T is the Jacobian of the activations ay, . . ., axy with respect to the
parameters (weights and biases). The Levenberg-Marquardt approximation to the above
Hessian typically takes the form

Hy=J"J+ I (126)

or

Hiy = J"J + Mdiag (J77) (127)

where we have introduced an adjustable damping factor A > 0 (which will be adjusted
through the iterations) and defined that, for a square matrix A = (A;;), diag(A) is a diagonal
matrix obtained by setting the off-diagonal elements equal to zero so that diag(A) =
diag(Az).

Page 259

Paragraph 1, Line —1: The parameters rescaling should be A\; — a?A; and Ay — ¢ 2)s.

Page 266

The unlabeled equation following the line starting “Substituting into the mean error function
(5.130)...”7:26 Add the term O (£?) to the right hand side (the third printing only).

Page 266

Equation (5.132): The third occurrence of the superscript 1’ for matrix transpose should be
an upright T.

Page 267

Equation (5.134): The superscript 1" should be an upright T.

Page 275

The text after (5.154): The identity matrix I should multiply o3 (x,,).

Page 277

Equation (5.160): The factor L should multiply o7 (x) because we have

2(x) = E [Tr{(t —E[t|x])<t—E[t|x])T}‘x} (128)

™)~

m(00) Tr {02+ (a(0) — E[tlx]) () ~E[tx])" ) (129)

k=1

™)~

(%) { Loji(x) + [l (x) — E [t]x]]*} (130)

b
Il

1

where L is the dimensionality of t.

%Such an unlabeled equation makes me upset because it is simply difficult to make reference. Called Fisher’s
rule (Mermin, 1989), it is a good practice to number all displayed equations (including those not referenced therein).
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Page 279

Equation (5.165): We should add conditioning on o and 3 so that the left hand side reads
Inp (w|D,a, 5).

Page 279

Equation (5.167): The conditioning on D (or on any other variable) does not make sense for
an approximate distribution ¢(-) unless properly defined. Hence, the conditioning for ¢(-)
should be removed or the variables on which the posterior (5.164) is conditioned should
instead be specified as parameters for ¢(-) so that the left hand side of (5.167) reads ¢(w) or
q(w; D, a, [3), respectively.

Page 279

Equation (5.168): The equality (=) should be approximate (). Also, we should again add
conditioning on v and 3. Thus, (5.168) should read

pltx Do) ~ [ plthew. 5)g(w) dw a131)
where we have written the approximate posterior as q(w).

Page 279

Equations (5.169) and (5.171): The superscripts T (in a bold typeface) should read T (in a
roman typeface).

Page 279

Equation (5.172): The equality (=) should be approximate ().

Page 289

Equation (5.208): The Kronecker delta ¢;; should read I, for consistency with other part of
PRML; see, e.g., (5.95).

Page 295

Paragraph 1, Line 1: The vector x should be a column vector so that x = (1, z5)".

Page 300

Paragraph —1, Line 4: Remove the comma (,) before the clause “which retain the. ..”

Pages 307 and 314

Equations (6.62) and (6.75): The Kronecker delta d,,,, should read I,,,,, for consistency with
other part of PRML.
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Page 318

Equations (6.93) and (6.94) as well as the text before (6.93): The text and the equations
should read: We can evaluate the derivative of a; with respect to 6; by differentiating the
relation (6.84) with respect to ¢, to give

3a]*\, o 8CN
00, ~ 00,

day,
00;

(ty —ony) —CyWy (132)

where the derivatives are Jacobians defined by (C.16) for a vector and analogously by (325)
for a matrix. Rearranging (132) then gives

_, OCy
00,

oay,
00;

= (I+CyxWy) (tv —on). (133)

Page 319

Paragraph —1, Line —1: Insert a comma (,) before the clause “which breaks translation. .. ”

Page 326

Paragraph —1, Line —3: Insert a comma (,) before the clause “who consider a...”

Page 333
Equation (7.29): g—vf; = O should read VL = 0.

Page 335

Paragraph 1, Line 12: The term “protected conjugate gradients” should read “projected
conjugate gradients.”

Page 341

Equation (7.57): g—f} = O should read VL = 0.

Page 349

Paragraph 1, Line 2: Remove the article “a” before “Gaussian processes.”

Page 354

Equation (7.112): The mean w* of the Laplace approximation to the posterior p (w|t, o) can
only be obtained iteratively by, say, IRLS as described in the text so that (7.112) does not
represent an explicit solution and is thus best removed.

As we shall see shortly, it is however useful to note that, at the convergence of IRLS, we
have the following implicit equations for w*

Velnp(wt,a) = Tt —y*") — Aw* =0 (134)
where y* is y evaluated at w = w* so that

v =yl (135)
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Page 354

Equation (7.113): Let us note that the precision (the inverse of the covariance X) of the
Laplace approximation to the posterior p (w|t, o) is given by the Hessian of the negative log
posterior evaluated at w* so that

Y= -V,V,Inp (Wt a). (136)
The covariance X should thus be given by
S=(A+9"B®) " (137)
where B* is B evaluated at w* so that

B* = B| (138)

wW=w* *

Page 355

Equation (7.117): The typeface of the vector y in (7.117) should be that in (7.110), i.e., y.
Moreover, B and y should be those evaluated at w = w* so that t is given by

t=®w + (B) ' (t—y*). (139)

It should also be noted here that we define t as (139) in order that we can write the
posterior mean w* in terms of t so that

w' = Xd"B*t (140)
because we have
Y3"Bt =X TB*dw + B®T (t — y) (141)
=3YPTB*dw* + SAW* (142)
=X (A+2"'B®)w* (143)
=w" (144)

where we have made use of (139), (134), and (137). We shall make use of (140) when we
analyze the RVM classification problem (see below).

Page 355

Equation (7.118): Although this marginal distribution cannot be obtained directly from the
Laplace approximation (7.114) to the marginal p (t|c) of the RVM classification problem, it
can be shown to be an (approximate) marginal for a “linearized” version of the classification
problem where t, given by (139), serves as the target (Tipping and Faul, 2003). Since the
linearized problem can be regarded as an RVM regression problem having data-dependent
precisions, we first review such a regression problem, after which we derive the marginal for
the linearized classification problem.
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RVM regression The likelihood for the RVM regression problem with data-dependent
precisions 8 = {1, ..., On} is given by

N
p(tlw,B) = [[N (ta|w"¢n, 8,") (145)
n=1
=N (t|/@w,B™") (146)
where we have omitted the conditioning on X = {x;,..., Xy} to keep the notation unclut-

tered; and written ¢,, = ¢ (x,,) and

t=(t,... tn)" (147)
®=(¢p1,....0n)" (148)
B:diag(ﬁlw"aﬁN)' (149)

The prior is the same as (7.80) so that

p(wla) = ﬁN(wz 0,07 ") (150)
= }\Z/I(vv|o, AT (151)
where
w = (w,...,wy)" (152)
A = diag (v, ..., an). (153)

The joint distribution is given by a linear-Gaussian model of the form

p(t,wle, B) = p (t|w, B) p (W|a) (154)
=N (t|@w,B™") N (w]|0,A7"). (155)

Making use of the general results (2.115) and (2.116) for the marginal and the conditional
Gaussians, we can readily evaluate the marginal and the posterior distributions again as
Gaussians. The posterior is given by

p(wlt, e, B) = N (w|w*, ) (156)
where
w* =X d'Bt (157)
Y= (A+3"B) . (158)
The marginal is given by
p(tla, B) = N (10, C) (159)
where
C=B'+®A ' (160)
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RVM classification Let us now return to the RVM classification problem. We have already
seen that the posterior can be approximated by the Laplace approximation so that

p(wlt.a) = A (wlw*, 5) (161)

where the mean w* can be obtained by the IRLS algorithm as we have discussed; and the
covariance X is given by (137).

Here, we note that w* can be written in the form (140). Comparing (140) with (157)
and (137) with (158), we see that the Laplace approximation locally maps the classification
problem to a regression problem with the data-dependent precision matrix B, given by
(138), where the target vector t is replaced by the “linearized” target t, given by (139).

Assuming that the distribution over t can be approximated by the Laplace approximation
(as we have done in (161) for w); and making use of the linear-Gaussian relation, we can
obtain the corresponding marginal for the linearized problem in the form

P (/t\‘a) ~N (f

0,C) (162)

where

C=(B")"+dA 'dT. (163)

The right hand side of (162) takes the same form as the marginal (159) of the regression
problem so that “we can apply the same analysis of sparsity and obtain the same fast learning
algorithm” (Page 355, Paragraph —4, Line -3).

Page 355

Equation (7.119): Both A and B should be inverted and, moreover, B should be that evaluated
at w = w* so that (7.119) should read (163).

Page 357

Exercise 7.1, Line —2: Remove the second occurrence of “that.”

Page 361

Equation (8.3): The last lower ellipsis (. . .) should be centered (- - -).

Page 386

Paragraph -2, Line —2: “involves” should be “involve.”

Page 390

Paragraph —1, Line 5: Insert a space before the sentence starting “Here the joint. .. ” (the third
printing only).

Page 399

Paragraph 3, Line 3: Remove the first occurrence of an indefinite article “a.”
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Page 403

Paragraph 1, Line 2: The conjunction “and” in the phrase “..., and is equivalent to...”
should be replaced by a relative pronoun “which.”

Page 404

Equation (8.65): The last lower ellipsis (. . .) should be centered (- - -).

Page 404

Equation (8.66): The lower ellipses (. ..) between » _’s should be centered (- - -).

Page 411

Paragraph -2, Line —7: Insert “to” after “corresponding.”

Page 411

Equation (8.89): The lower ellipsis (. . .) should be centered (- - -).

Page 414

The caption of Figure 8.53, Line 6: The term “max-product” should be “max-sum.”

Page 417

Paragraph 2, Line 3: The clause “that can broadly be called variational methods” is restrictive
so that the enclosing commas (,) should be removed.

Page 418

Paragraph 1, Line 5: “give” should be “gives.”

Page 424

Paragraph -2, Line —2: Remove the comma (,) after p;.

Page 425

Equation (9.3): The right hand side should be a zero vector 0 instead of a scalar zero 0.

Page 432

The text after (9.13): I would like to point out for clarity that the prior p(z) given by (9.10) is
a multinomial distribution or, more precisely, a multinoulli distribution (200) so that

K
p(z) = Mult (zm) = [[ 7. (164)
k=1
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Moreover, we see that the posterior p (z|x) again becomes a multinoulli distribution of the
form

K
p(z|x) = Mult (z|]v) = ny,':’“ (165)
k=1
where we have written v, = (2). Called the responsibility, -y, is given by (9.13), which can
also be found directly by inspecting the functional form of the joint distribution

K

p(2)p(x|z) = [ [ {me NV (x|, Z0) }* (166)

k=1

and noting that the multinoulli distribution (200) can be expressed in terms of unnormalized
probabilities as shown in (201) where the normalized probabilities are given by (202). This
observation helps the reader understand that evaluating the responsibilities 7, indeed
corresponds to the E step of the EM algorithm.

Page 433

The caption of Figure 9.5, Line —1: Add a period (.) at the end of the last sentence.

Page 434

Equation (9.15): Although the official errata document (Svensén and Bishop, 2011) states
that o; in the right hand side should be raised to a power of D, the whole right hand side
should be raised to D so that (9.15) should read

N (x|, 071) = (167)

(27r02-)D/2'

Page 435

Equation (9.16): The left hand side should be a zero vector 0 instead of a scalar zero 0.

Page 440

Paragraph 2, Lines 1 and 2: In order to be consistent with the expression “for each observation
in X,” the phrase “the corresponding value of the latent variable Z” should read, e.g., “the
value of the corresponding latent variable in Z.”

Page 440

Paragraph 3, Line 5: Throughout the discussion, Z denotes a set of latent variables. Hence,
“the latent variable” should be “the latent variables.”

Page 450

Paragraph 1, Line —1: “maxmization” should be “maximization.”
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Page 453

Paragraph 1: The old and new parameters should read 8°' and 6™ (without parentheses),
respectively, as in (9.74) and the text.

Page 453

14

Paragraph 2, Line 4: “..., by marginalizing over the {z,} we have. ..
“..., by marginalizing over the latent variables {z, }, we have...”

should read, e.g.,

Page 465

Equations (10.6) and (10.7): The lower bound of the form (10.6) for variational Bayes will be
later recognized as “a negative Kullback-Leibler divergence between ¢;(Z;) and p(X, Z;)”
(Page 465, Paragraph —1, Line —2). However, there is no point in taking the Kullback-Leibler
divergence between two probability distributions over different sets of random variables;
such a quantity is undefined. Moreover, the discussion here seems to be somewhat redundant.
Without introducing an intermediate quantity like p(X, Z;), we can rewrite (10.6) and (10.7)
directly in terms of ¢;(Z;). Specifically, writing down the terms dependent on one of the
factors ¢; (Z;), we obtain the lower bound £(g) in the form

£<Q) = /QJ (Z]> Ez\zj [lnp (X, Z)] de — /QJ (Z]) In q; (Zj> dZ] -+ const (168)

= —KL (g qu*) + const (169)
where we have assumed that the expectation [Ez\z, [-] is taken with respect to Z but Z; so that
Bz, p(X.2) = [ [lp(x.2)[[a(2)dz (170)

i#j

and defined a new distribution ¢} (Z;) over Z; by the relation

Ingj (Z;) = Ez\z, [Inp (X, Z)] + const. (171)
It directly follows from (169) that, since the lower bound £(q) is the negative Kullback-Leibler
divergence between ¢;(Z;) and ¢}(Z;) up to some additive constant, the maximum of £(q)
occurs when ¢;(Z;) = q;(Z;).
Page 465
The text before (10.8): The latent variable z; should read Z;.

Page 465

Paragraph -1, Line —1: If we adopt the representation (169), the factor p(X, Z;) should read
q; (Z).

Page 466

Paragraph 1, Line 1: Again, p(X, Z;) should read q; (Z;). The sentence “Thus we obtain. .. ”
should read, e.g., “Thus we see that we have already obtained a general expression for the
optimal solution in (171).”
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Page 466

Paragraph 3, Line —2: “bound” should be “the bound” (with the definite article). Also,
the (lower) bound £L(q) is concave (not convex) with respect to each of the factors ¢;(Z;).
The concavity of the bound L(q) follows from the convexity (44) of the Kullback-Leibler
divergence. To see this, recall that £(g) can be written in the form (169).

Page 467

The text before (10.12) and after (10.15): As Svensén and Bishop (2011) correct the left hand
side of (10.12), we should write ¢{(z;) instead of ¢*(z1) and so on also in the text. Or, we
should clarify that we simply write ¢(z;) to denote the variational distribution over the latent
variables z; in the same manner as the notation for the probability p(-) is “overloaded” by its
argument(s).

Page 468

The text after (10.16): The constant term in (10.16) is the negative entropy of p(Z).

Page 470

The text after (10.19): “zero forcing” should be “zero-forcing” (with hyphenation).

Page 470

The text after (10.23): “Gaussian-Gamma” should read “Gaussian-gamma” (without capital-
ization for “gamma”).

Page 478

Equation (10.63): The additive constant +1 on the right hand side should be omitted so that
(10.63) should read
UV =1+ Nk (172)

A quick check for the correctness of the re-estimation equations would be to consider the
limit of N — 0, in which the effective number of observations N}, also goes to zero and
the re-estimation equations should reduce to identities. Equation (10.63) does not reduces
to v = vy, failing the test. Note that the solution for Exercise 10.13 given by Svensén and
Bishop (2009) correctly derives the result (172).

Page 489

Equations (10.107) through (10.112): Some of the notations for the expectation are inconsistent
with the one (1.36) employed in PRML; they should read Ez[-] where Z is replaced with the
corresponding latent variables. For example, E, [In ¢(w)]  in the last line of (10.107) and
E [Inp (t|w)],, in the left hand side of (10.108) should read E, [In ¢(w)] and E, [In p (t|w)],
respectively, where we have assumed that the expectation Ez|[-] is taken with respect to the
variational distribution ¢ (Z).

Note however that we can safely omit the subscripts Z of the expectations Ez|-] here, as
we have done in, e.g., (10.70), because the variables over which we take the expectations
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are clear; we take the expectations over all the latent variables when we calculate the lower
bound. We only need to make the subscripts explicit when we find an optimal factor ¢*(Z;),
in which case we take expectation selectively, that is, over all the latent variables but Z;; see,
e.g., (10.92) and (10.96).

Page 490

Paragraph —1, Line 2: Insert a comma (,) after the ellipsis (. . . ).

Page 496

Equation (10.140): The differential operator d should be an upright d. Moreover, the
derivative of x with respect to x? should be written with parentheses as %, instead of 5%,
to avoid ambiguity.

Page 499

Paragraph 1, Line —2: The sentence reads “Once [the right hand side of (10.152)] is normalized
to give a variational posterior distribution ¢(w), however, it no longer represents a bound.”
The statement does not make sense because the right hand side of (10.152) is a lower bound
in terms of the variational parameters £ and thus not directly dependent on the variational
distribution ¢(w). Moreover, as we shall see shortly, we obtain the optimal solution for ¢(w)
by making use of the general result (175) for local variational Bayes, but not by normalizing
the right hand side of (10.152). Therefore, this sentence is irrelevant and can be safely
removed.

Pages 500 and 501

Equations (10.156) and (10.160): It is not very clear why the variational posterior is obtained
in the form (10.156) and the variational parameters can be optimized by maximizing (10.160).
This EM-like algorithm is not the same as the EM algorithm we have seen in Chapter 9; it can
be derived by maximizing the lower bound (10.3) as follows. Note that the discussion here is
similar to, but more general than, that of Section 10.6.3.
In a more general setting, we consider a local variational approximation to the joint
distribution of the form
p(X,Z) > p(X,Z;§) (173)

where £ denotes the set of variational parameters, assuming that we can bound the likeli-
hood p (X|Z) > p(X|Z; &) or the prior p(Z) > p(Z; ), or both. Then, we can again bound
the lower bound (10.3) as

L(q) = L(q.€) =Ez [Inp (X, Z; €)] — Eg [Inq (Z)] (174)

where the expectation Ez[-] is taken with respect to the variational distribution ¢(Z). With
much the same discussion as the derivation of the optimal solution (171) for the standard
variational Bayesian method where we assume some appropriate factorization (10.5) for
q(Z), the optimal solution for the factor ¢;(Z;) that maximizes the lower bound £(g, £) can
be obtained by the relation

In g} (Z;) = Ezz, Inp (X, Z; €)] + const (175)
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which leads to the variational approximation to the posterior given by (10.156).
The optimization of the variational parameters § can be done by maximizing the first
term of the lower bound £L(q, &), i.e.,

Q(§) = Ez [Inp (X, Z;§)] (176)

which leads to the Q function given by (10.160).

Page 501

The text after (10.162): We have that the variational parameter A({) is a monotonic function
of £ for £ > 0, but not that its derivative \'(¢) is.

Page 503

The text after (10.168): A period (.) should be appended at the end of the sentence that
follows (10.168).

Page 504

Paragraph 1, Line 1: In order to obtain the optimized variational distribution (10.174), we
should use the optimal solution (175) for local variational Bayes. Note that the result (175) is
different from the result (171), or (10.9), for standard variational Bayes in that (175) is given
in terms of the lower bound p (X, Z; &) to the joint distribution p (X, Z).

Page 504

Equation (10.177): The factor a?{,v in the right hand side should be b}" (it is probably safe to
omit the right hand side at all because it is nothing but a gamma distribution with which the
reader is fairly familiar).

Pages 511 and 512

Equations (10.212) and (10.213): It is helpful to note here that, if we employ the factors ﬁ(@)
of the form (10.213) where n. = 1, ..., N together with fo(8) = fo(6) = p(6) where p(8) is
given by (10.210), then we indeed obtain the approximate posterior ¢() in the form (10.212).
To see this, let us evaluate the product of all the factors fn(a) wheren = 0,1,..., N, giving

[17.(6) = fo(0) [] 7.(6) (177)

=

=N (0]0,01) | | s, N (6|m,,,v,I) (178)

1

Sn 1 2 B
S —o- Z 17
1 (27wn)D/2] eXp{ N |60 — ml| }exp ( 2) (179)

3
Il

—1=

B 1
~ (2mb)D/2

n
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where we have used the fact that an EP update leaves the factor ]%(0) unchanged so that
fo(0) = fo(8) = p(0) holds (see Exercise 10.37); and defined v, m, and B by

1 N
=4 - (180)
v b “— Uy

m Y m

— =) = (181)
v Uy,

n=1
m™m < mTm
B= — n__ o 182
D Dl (182)

From (179), we see that the approximate posterior (10.203) is given by (10.212) where v and
m are given by (180) and (181); and also that the approximate model evidence (10.208) is

given by
v\ D/2 B N Sn
p(D) = (5) exp (5) g @m0, )P /2] (183)
where B is given by (182).
Page 512

Paragraph 2, Lines 1 and 3: f,,(6) and f;(0) should read £n(8) and f,(6), respectively.

Page 512
Equation (10.222): The factor (27Tvn)D/ ? in the denominator of the right hand side of (10.222)

should be removed because it has been already included in the normalization constant of
the Gaussian in the approximate factors (10.213).%

Page 513

Equation (10.223): The right hand side should read that of (183) where v and m are replaced
by v"" and m"®", respectively.?

new

Page 513

Equation (10.224): v should read v"*" for consistency with (10.223).

Page 515

Equations (10.228) and (10.229): Although Svensén and Bishop (2011) correct (10.228) so that
¢\*(x) is a normalized distribution, we do not need the normalization of ¢\°(x) here and,
even with this normalization, we cannot ensure that p(x) given by (10.229) is normalized.

2Note that, in PRML, we use the approximate factors (10.213) slightly different from those used by Minka
(2001).

20ne might notice that the approximate evidence derived in Minka (2001) looks more like the original
(10.223); this is however due to the different definition for the factors (10.213) and the fact that the product
begins from n = 0 (not n = 1) in Minka (2001).
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Similarly to (10.195), we can proceed with the unnormalized ¢\°(x) given by the original
(10.228) and, rather than correcting (10.228), we should correct (10.229) so that

p(x) o q\b(x)fb(xz, x3) =... (184)

implying that p(x) is a normalized distribution.

Page 515
The text after (10.229): The new distribution ¢"*"(z) should read ¢"" (x).

Page 516
Equation (10.240): The subscript k of the product H ... should read k # j because we have
k

already removed the term f;(GJ)

Page 526

Equation (11.6): The transformation f : (0,1) — (—00, c0) between the random variables z
and y, which is, of course, bijective as is assumed in (9), is also assumed to be monotonically
increasing in (11.6) so that p (y € (—o0,v0)) = p (2 € (0, 29)) where yo = f(20).

Page 528

Paragraph -2, Lines 1, 2, and 4: z should be z for consistency with (11.13).

Page 539

The caption of Figure 11.9: Insert “the” before “Metropolis algorithm.”

Page 541

Equation (11.43): The lower ellipses (. . .) should be centered (- - -).

Page 542

Paragraph 1, Line —6: “steps sizes” should be “step sizes.”

Page 542

Paragraph 1, Line —1: “Metropolis Hastings” should read “Metropolis-Hastings” (with
hyphenation) for consistency.

Pages 554 and 555

Equation (11.72), Line —2 and the text after (11.72): The expectation in the last line but one of
(11.72) is taken with respect to the probability pe(z). This is probably better expressed in
words, rather than the unclear notation like E¢(,)[-]. Specifically, the expectation should read

E, [exp (—E(z) + G(2))] (185)
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where we have written the argument z for F(z) and G(z) for clarity; and the text following
(11.72) should read “where E,[-] is taken with respect to pg(z) and {z")} are samples drawn
from the distribution defined by pg(z).”

Page 555

Paragraph 3, Line 2: The term “importance-sampling distribution” (with hyphenation) is
inconsistent with “importance sampling distribution” (without hyphenation) found in other
part of PRML (e.g., Paragraph 2 on the same page).

Page 556
Exercise 11.7, Line 1: The interval should be [—7/2, /2] instead of [0, 1].

Page 557

Exercise 11.14, Line 2: The variance should be UZ»Q instead of ;.

Page 563

Equation (12.7): The Kronecker delta ¢;; should read I;; for consistency with other part of
PRML.

Page 564

The text after (12.12): The derivative we consider here is that with respect to b; (not that with
respect to b;).

Page 564

Paragraph —1, Line 2: u; = 0 should read u; = 0 (the right hand side should be a zero
vector 0).

Page 575

Paragraph -2, Line 5: The zero vector should be a row vector instead of a column vector so
that we have vIU = 0T. Or, the both sides are transposed to give UTv =0.

Page 578

Equation (12.53): As stated in the text preceding (12.53), we should substitute p1 = X into
(12.53).

Page 578

The text before (12.56): For the maximization with respect to W, we use (C.25) and (C.27)
instead of (C.24).
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Page 579

Paragraph 1, Line 5: The eigendecomposition requires O(D3) computations (in the plural
form).

Page 587

The text before (12.75): The phrase “the eigenvector equations tells us. ..” should read, e.g.,
“the eigenvector equation (12.74) tells us...” if we see (12.74) as one equation as a whole.

Page 588

Paragraph -2, Lines 1 and 2: The term “principal component projections” is inconsistent
with “principal components projection” (with “components” in the plural form) found in
Paragraph 2, Line —1. Probably, we should write “principal components projection(s).”

Page 599

Exercise 12.1, Line —1: The quantity A1, is an eigenvalue (not an eigenvector).

Page 599

The first line before (12.93): Either remove the comma or add another one after “notation.”

Page 602

Exercise 12.25, Line 2: The latent space distribution should read p(z) = N (z|0,I).

Page 608

Paragraph -1, Line —1: Insert a comma (,) after the ellipsis (. . . ).

Page 610

Paragraph 1, Line —4: The text “our predictions for x,,; depends on...” should read: “our
predictions for x,,;; depend on...” (Remove the trailing ‘s’ from the verb).

Page 616

Equation (13.15): The summation should run over z,, in the rightmost expression so that it
reads

> (Zn) 20 (186)
(the third printing only).?

Page 617

Paragraph 1, Line 1: Remove the space preceding the comma.

®Note that this erratum is taken from the official errata (Svensén and Bishop, 2011) for the first and the
second printings, which is however missing in the errata for the third printing.
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Page 619

Paragraph 3, Line —1: “...because these fixed throughout” should read “. .. because these
are fixed throughout.”

Page 620

Paragraph —1, Line 4 and the following (unlabeled) equation: The last sentence before the
equation and the equation should each be terminated with a period (.).

Page 621

Paragraph 1, Line —2: “scaled” should read “scales.”

Pages 621 and 622

Figures 13.12 and 13.13: It should be clarified that, similarly to the notations «(z,) and
B(znk) defined in Section 13.2.2, the notation p (x,|2,x) denotes the value of p (x,|z,) when
Znk = 1 so that

P (Xnlznk) =p Xn|2ne = 1) . (187)

Page 622

Paragraph —1, Line 1: “M step equations” should read “M-step equations” (with hyphenation
for the adjectival term “M-step”) for consistency with the following line as well as other part
of PRML.

Page 622

Equation (13.40): The summations should read Zﬁ[:r

Page 623

Paragraph 1, Line —2: z,;, should read z,_ .

Page 627

Paragraph 1, Line —2: “send” should read “sent.”

Page 627

Paragraph 3, Line 2: “forward backward algorithm” should read “forward-backward
algorithm” for consistency (see Section 13.2.2).

Page 630

The caption of Figure 13.16: p (x,,|k) should read p (x,|z,x) where we have used (187).
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Page 631

Equation (13.73): The equation should read

< In p(ermT)p(mr) }
2 {Ziilp(xrleop(l) (188)

r=1

Page 635

Paragraph 1, Line —3: “algorithms” should read “algorithm.”

Page 637
Equations (13.81), (13.82), and (13.83): The distribution (13.81) over w should read
p(w) =N (w|0,T) (189)

and so on.

Page 638

Paragraph 1, Line 2: “conditional on” should read “conditioned on.”

Page 641

Equation (13.104) and the preceding text: The form of the Gaussian is unclear. Since a
multivariate Gaussian is usually defined over a column vector, we should construct a column
vector from the concerned random variables to clearly define the mean and the covariance.
Specifically, (13.104) and the preceding text should read: ...we see that £(z,_1,2,) is a

Gaussian of the form
[/,\l,n,1 vnfl vnfl n
~ R PN ~ 190

@ ri2) = N (()

where the mean pt,, and the covariance \Afn of z,, are given by (13.100) and (13.101), respectively;
and the covariance V,,_; ,, between z,_; and z,, is given by

A~

Vn—l,n = Cov [Zn—h Zn] - Jn—lvn- (191)

Pages 642 and 643

Equation (13.109) and the following equations: If we follow the notation in Chapter 9, the
typeface of the () function should be Q.

Page 642

Equation (13.109): If we follow the notation for the conditional expectation (1.37), the Q
function (13.109) should read

Q(6,6°) =Ez [Inp(X,Z|6)|X,6°] (192)
= /dZ p(Z|X,0°) Inp (X, Z|0) (193)

which corresponds to (9.30).
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Page 643

Equation (13.111): V{*¥ should read P§*". Svensén and Bishop (2011) have failed to mention
(13.111).

Page 643

Equation (13.114): The size of the opening curly brace “{” should match that of the closing
curly brace “}.”

Page 647

The caption of Figure 13.23, Line —1: p(X;,+1 ]zﬁf}rl) should read p(x,, 11 ]zgrl).

Page 649
Exercise 13.14, Line 1: (8.67) should be (8.64).

Page 650
Equations (13.127) and (13.128): The equal signs should be aligned.

Page 651

Exercises 13.25 through 13.28: A zero matrix is denoted by O (not by 0 nor 0) so that we
should write A = O and so on.

Page 651

Exercises 13.29: “backwards recursion” should read “backward recursion” for consistency.

Page 657

Paragraph -2, Line 1: Insert a comma before “such as” or remove the comma that follows.

Page 658

The equation at the bottom of Figure 14.1: The subscript of the summation in the right hand
side should read m = 1.

Page 659

Paragraph 2, Line 3: “learners” should read “learner.”

Page 659

Paragraph 2, Line 4: “stumps” should read “stump.”

Page 666

Paragraph -1, Line 2: “mixtures” should read “mixture.”
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Page 668

Equation (14.37): The arguments of the probability are notationally inconsistent with those of
(14.34), (14.35), and (14.36). Specifically, the conditioning on ¢,, should read that on ¢,, and the
probability p(k| ... ) be the value of p(z,| ... ) when z,; = 1, which we write p(z,, = 1]...).
Moreover, strictly speaking, the old parameters 7y, wy, 3 should read 794, wold gold ¢ geld,
In order to solve these problems, we should rewrite (14.37) as, for example,

Ink = E [an }tna 00161] (194)

where we have written the conditioning in the expectation explicitly and the expectation is
given by
Tk N (tn ‘Wg¢na 5_1>

E[an|tn>0] :p(znk = 1|tna0) = z W'N(t ’WTQS 6_1)'
§ Ty n|W; @n,

(195)

Page 668

The unlabeled equation between (14.37) and (14.38): If we write the implicit conditioning in
the expectation explicitly (similarly to the above equations), the unlabeled equation should

read
Q(6,0°%) = Ez [Inp(t, Z|0)|t, 6°] (196)
N K
=3 v {lnme + N (t| Wi, 571) ]} (197)
n=1 k=1
Page 669

Equations (14.40) and (14.41): The left hand sides should both read a zero vector 0 instead of
a scalar zero 0.
Page 669

Equation (14.41): ® is undefined. The text following (14.41) should read for example: where
R, = diag(y,x) is a diagonal matrix of size N x N and ® = (¢, ..., ng)T isan N x M
matrix. Here, N is the size of the data set and M is the dimensionality of the feature
vectors ¢,,.

Page 669

Equation (14.43): “+const” should be added to the right hand side.

Page 671

The text after (14.46): The text should read: “where we have omitted the dependence on
{¢,} and defined y,;, = ...” Or, ¢ should have been omitted from the left hand side of
(14.45) in the first place.

Page 671
Equation (14.48): The notation should be corrected similarly to (194) and (195).
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Page 671

Equation (14.49): The notation should be corrected similarly to (196).

Page 672

Equation (14.52): The negation should be removed so that the Hessian is given by H;, =
ViV Q where

N
ViViQ == Yartni(1 = Ynk) P by (198)

n=1

Page 674

Exercise 14.1, Line 1: “of” should be inserted after “set.”

Page 685

Paragraph —1, Line 3: We assume in this report that 1 € (0, 1). See (51).

Page 686

Paragraph 1, Line 1: We assume in this report that 1 € (0,1). See (51).

Page 686

Equation (B.9): The mode (B.9) of the beta distribution exists “if a > 1 and b > 1.”

Page 686

Paragraph 1, Line —3: Since we assume in this report that 1 € (0, 1), we have no singularity.
See (51).

Page 686

Paragraph —1, Line 3: We assume in this report that i € (0,1). See (51).

Page 686

Paragraph —1, Line —3: The lower ellipsis (. . .) should be centered (- - - ) and the comma (,)
after the ellipsis be removed so that the product reads: m x (m —1) x --- x 2 x 1.

Page 687

Equation (B.15) and the preceding text: We assume in this report that s, € (0,1) for all .
See (51).
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Page 687
Equation (B.19): Insert a comma (,) between f; and ji;; and also add the condition j # k so

that (B.19) reads
071877

cov (1, fix] = ICIGES) J#k. (199)

Page 687
Equation (B.20): The mode (B.20) of the Dirichlet exists “if o, > 1 for all k£.”

Page 687

Equation (B.25): The differential operator d should be an upright d.

Page 687

Paragraph —1, Line —1: Since we assume in this report that y;, € (0, 1) for all k£, we have no
singularity as with the beta distribution. See (51).

Page 688

Paragraph 1, Line 1: “Gamma” should read “gamma” (without capitalization).

Page 689

Paragraph 1, Line 1: “positive-definite” should read “positive definite” (without hyphen-
ation).

Page 689

Equation (B.49): x in the right hand side should read x,.

Page 690

Equation (B.52): 11, in the right hand side should read i (the subscript should be a zero 0).

Page 690

Equation (B.54): The discrete distribution of the form (B.54), or (2.26), is known as the
categorical or the multinoulli distribution (Murphy, 2012). It is also sometimes called, less
precisely, the “multinomial” or the “discrete” distribution. Of these terms, I would prefer
the term multinoulli because it naturally suggests that it is a generalization of the Bernoulli
distribution (B.1) to multiple categories K > 2 and also a special case of the multinomial
distribution (B.59) where we have only a single observation NV = 1. Since we often make
use of this discrete distribution, we shall introduce some notation for the right hand side of
(B.54). See Figure 5 for the relationship between the discrete distributions found in PRML.
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Beta (B.6) Dirichlet (B.16)

Beta (ula, b) Dir (p|ex)
\\ ~ - R N N ~ _ R
\ . Bernoulli (B.1) N Multinoulli (200)
v Bern (x|p) So Mult (x]p)
\ h \
\ N
\ AN
N\ A
Binomial (B.10) . Multinomial (B.59)
Bin (m|N, u) Mult (my, ..., mg|p, N)

Figure 5 The relationship between discrete distributions and their conjugate priors. Here, “A = B”
(respectively, “A — B”) denotes “A generalizes to B with multiple categories (observations) concerned”; and
“A --» B” denotes “A is the conjugate prior for B.” Note also that, as this diagram suggests, there are some
inconsistencies in parameterization; it is probably better for consistency to write the binomial as Bin (m|u, N)
instead of Bin (m|N, 1) and the multinomial as Mult (m|u, N) instead of Mult (mq, ..., mx|w, N)
where m = (my,...,mg)", for example.

Multinoulli distribution The multinoulli distribution is a distribution over the K -dimensional
binary variable x = (21, ...,xx)" wherex;, € {0,1} suchthat )", =), = 1,i.e., we employ the
one-of-K coding scheme for x. Here, we “overload” the notation (B.59) for the multinomial
and write the multinoulli as

K K
Mult (x|p) = H ppF = exp {Z xy In ,uk} (200)
k=1 k=1

where the parameter g = (u, ..., k)T consists of (normalized) probabilities y, € (0, 1)
such that ), p = 1.

When we identify a multinoulli distribution from its functional form, e.g., in the posterior
distribution (165) for the Gaussian mixture model (166) of Section 9.2, one will find it
helpful to know that the multinoulli distribution (200) can also be expressed in terms of
unnormalized probabilities 11, > 0, i.e.,

K K
Mult (x|p) o Hﬁ,f’“ = exp {Z xy In ﬁk} (201)

k=1 k=1
where the normalized probabilities /i, can be found by

i = plag = 1) = ZM . (202)
j Mg

Page 690

Equation (B.57): Insert a comma (,) between x; and x;, so that the left hand side of (B.57)
reads cov [z, Ty].

Page 691

Paragraph 1, Line 2: We assume in this report that 1, € (0,1) for all k. See (51).

53



Page 691

Paragraph 2, Line —3: We assume in this report that i, € (0,1) for all k. See (51).

Page 691
Equations (B.59) and (B.63): The multinomial coefficient (B.63) should read (52).

Page 691

Equation (B.62): Insert a comma (,) between m; and my, so that the left hand side of (B.62)
reads cov [m;, my].

Page 691

The icon for Student’s t-distribution: As we have seen in the erratum for Figure 2.15, the tails
of the t-distributions are too high. Figure 4 gives the correct plot.

Page 692

Equation (B.68): This form of multivariate Student’s t-distribution is derived in Section 2.3.7
by marginalizing over the gamma distributed (scalar) variable 1 in (2.161), but not by
marginalizing over the D x D precision matrix A that is governed by the Wishart distribu-
tion W (A|W,v) where W > 0 and v > D — 1, which results in a marginal distribution of
the form

p(x|p, W,v) = /N (x|, A7) W (AW, v) dA. (203)

The above marginal (203) is indeed equivalent to (B.68) with some reparameterization.
However, this result is not so obvious that I would like to show it here. Note that such
marginalization is also used to derive a mixture of Student’s t-distributions given by (10.81)
in Exercise 10.19.

Multivariate Student’s t-distribution as a marginal over Wishart The key idea to evaluating
the right hand side of (203) is that the integrand can be identified as an unnormalized Wishart
distribution and the marginalization can be done in a symbolic manner. More specifically,
we have

pxlu W) = [ aa ('%');/ exp {5 = WA x|

x B(W,v)|A|Y P2 exp {—% Tr (WlA)} (204)

—(v+1)/2
200D/ (42 [ W (s — ) (¢ — o)
_ (205)
(27r)D/2 D2, (%) ’W|V/2

where we have used the fact that the Wishart distribution (B.78) is correctly normalized
(which will be shown later); and introduced the multivariate gamma function I' p(-) given
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by (259), by which we can simplify the normalization constant B (W, v) in the form (260).
Finally, we obtain

U (4 (w2 —(r+1)/2
p(xlpe, W,v) = = (V<+12_L)7) lel/Q [1 + = p)' W (x— p) (206)
2

where we have used (259) and (C.15). Thus, we see that the marginal distribution of the
form (203) is equivalent to the multivariate Student’s t-distribution of the form (B.68) or
(2.162); they are related by

p (x1e, W, v) = St (x|, (v + 1 — D)W, v +1 - D). 07)

If the scale matrix is isotropic, which is common in practice, so that W = W1 where
W > 0, then the resulting multivariate Student’s t-distribution (207) is again isotropic. The
same marginal distribution can also be obtained by marginalizing with respect to a univariate
Wishart (gamma) prior so that

/OOON (X‘H,X—ll) W (X‘W,ﬁ) X = St (X’u, W, Z) (208)

where v = v +1 — D > 0. Note that the “covariance” parameter (85) of the corresponding

multivariate Wishart prior W (A|W, v) for which we obtain the same marginal (208) is
N\ -1
however not equal to 5°I where 2 = (ﬂW) is the “covariance” parameter of the univariate

Wishart prior W (X’W, 17) , but is given by
Vo o

Y = (I/W)il = mg 1.

(209)

So far, we have observed that a marginal distribution of the form (203) where the
marginalization is taken over a matrix-valued random variable A is equivalent to a marginal of
the form (2.161) or, if the scale matrix is isotropic, of the form (208) where the marginalization
is over a scalar random variable 7 or by respectively. Given that those marginals reduce to
an identical multivariate Student’s t-distribution (with some reparameterization), we now
have a natural question: Which form of marginal is better than the other? 1 would argue that a
marginal with fewer latent variables, i.e., (2.161) or (208), is always better than a marginal
with more latent variables, i.e., (203), because fewer latent variables imply less computational
space and complexity as well as a tighter bound on the (marginal) likelihood and thus faster
convergence when we infer a model involving such marginals with the EM algorithm (see
Chapter 9) or variational methods (Chapter 10). Moreover, the marginal of the form (2.161)
enjoys even greater modeling flexibility in that it allows us to learn the mean p and the
precision A parameters with, e.g., maximum likelihood (see Exercise 12.24) or variational
Bayes by introducing a (conditionally) conjugate prior for p and A (Svensén and Bishop,
2005).

Page 692

Paragraph —1, Line 2: Since Beta (u|1,1) = U (1|0, 1), I would prefer to write the domain of
the uniform distribution U (z|a, b) where a < bas x € (a, b) for consistency. See also (51).

55



Page 693

Equations (B.78) through (B.82): Some appropriate citation, e.g., Anderson (2003), is necessary
for the Wishart distribution (B.78) or (2.155), which is first introduced in Section 2.3.6 as the
conjugate prior for the precision matrix A of the multivariate Gaussian N (x|, A~') where
the mean p is assumed to be known (see also Exercise 2.45), because no proof has been given
for the normalization constant (B.79) or (2.156). Furthermore, the expectations (B.80) and
(B.81) as well as the entropy (B.82), of which we make use in Section 10.2, have not been
shown either.

Note however that most multivariate statistics textbooks, including Anderson (2003),
motivate the Wishart distribution differently from PRML; they typically introduce the
Wishart distribution as the distribution over a symmetric positive-semidefinite matrix (called
the scatter matrix) of the form

S = Z XpX,y (210)
n=1
where x;,...,x, are samples that have been drawn independently from a zero-mean

multivariate Gaussian NV (x]0, ). More specifically, it can be shown that the distribution
over the matrix S is given by

p(S) =W (S|%,v) (211)

if v > D where D is the dimensionality of S.3

The derivation of the Wishart distribution along this line is indirect for our purpose (we
are mainly interested in its conjugacy). In the following, I would instead like to show the
normalization (B.79) as well as the expectations (B.80) and (B.81) directly just as we have
done for the gamma distribution (2.146). To this end, we first introduce some notation for
subsets of the space of square matrices such that all the eigenvalues are positive, after which
we review an important matrix factorization method called the Cholesky decomposition as
well as the associated Jacobian. We also introduce the multivariate gamma function, which
simplifies the form of the normalization constant (B.79). The normalization of the Wishart
distribution can be shown through a change of variables similar to the one that we apply for
evaluating the multivariate gamma function. The expectations (B.80) and (B.81) are shown
by making use of the general identity (64).

Spaces of square matrices with positive eigenvalues To facilitate our discussion, we define
two subsets of the space RP*? of real square matrices of dimensionality D. Let S? ¢ RP*P
be the space of symmetric positive-definite matrices of dimensionality D; and Y2 C RP*P
be the space of upper triangular matrices of dimensionality D with strictly positive diagonal
elements. Here, an upper triangular matrix U = (U;;) is a square matrix such that U;; =0
where ¢ > j so that

Un U -+ Up
0 Uxp -+ Up

=1 . . . . (212)
0 --- 0 Upp

37t follows from the definition (210) of S that the mean is given by E [S] = v, showing the identity (B.80)
when v is an integer such that v > D.
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where D is the dimensionality of U. Similarly, a lower triangular matrix L = (L;;) is a square
matrix such that L;; = 0 where i < j or, equivalently, LT is upper triangular.

If U € UP, then U = (Uj;) is an upper triangular matrix of dimensionality D such
that U;; > 0 for all 7. Note also that A € S? is equivalent to saying “A is a symmetric
positive-definite matrix of dimensionality D.” Positive definiteness of A, or A > 0, implies
by definition that

xTAx >0 (213)

for any x # 0.

The plus sign (+) in the subscripts of S and U? indicates that any matrix in either of
the sets is such that all the eigenvalues are strictly positive. To see this for A € S, consult
the discussion regarding the eigenvalue decomposition of real symmetric matrices found in
Appendix C of PRML; for U € UP, consider its characteristic equation (C.30), from which it
readily follows that the eigenvalues of U = (U;;) are equal to its diagonal elements U;; > 0.

The above observation regarding the eigenvalues of U = (U;;) € U2 implies that the
(absolute) determinant of U is given by the product of its diagonal elements U;; > 0, i.e.,

D
i=1
which can also be shown directly from the definition (C.10) of the determinant.3!

Triangular matrix groups It is worth noting here that &2 forms a group with respect to
matrix multiplication, i.e., (i) for any pair of the elements U, U’ € U?, their product is again
in the group U? so that UU’ € UP; and (ii) for any U € UP, there exists an inverse U™ € UP
such that U7'U = UU ! = I where I € U? is the identity matrix.32 Note however that S¥
does not form a group.*

To see the first part (i), we use mathematical induction. It is trivial to show the case where
D = 1. For D > 1, let us write U, U’ € U? as partitioned matrices such that

S O P e17)

0t « 0" «

where U, U’ € U D=1 and a, @’ > 0. Assuming that the product of Uand U'is again in the

31 The identity (C.10) is also known as the Leibniz formula for determinants.

2The inverse U~! is unique in general. To see this, suppose that R is another inverse of U. Then, we have
by associativity that R = (UT'U)R =U"!(UR)=U"".

In fact, it is easy to see that the product P = AB of A, B € S¥ is not symmetric in general. Furthermore,
we do not either have (213) where A is replaced by P. To see this, consider, e.g.,

A= G ;) €S2, B= (_12 _52> es? 215)

the product of which is given by

11 1 -2 -1 3
P:AB:(1 2) (_2 5):(_3 S)gzsi. (216)

If we take, e.g, x = (1, O)T, then xTPx = —1 < 0.
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group U ! so that UU e UL, we have

AN A

,_ (U B\ (U p\_[(UU nq D
Uu = <OT oz) (OT O/) N < o7 ao/) e Uy (218)

n="Up +Bd. (219)

The second part (ii) can be shown similarly by induction. Again, it is trivial to show the
case where D = 1; and, for D > 1, we make use of partitioned matrices. Assuming that the
inverse U~! of U € U”~" is again in the group UP " so that U~ € UP~}, we easily find
U~ in the form

where

~ —1 ~
U= ((I)i g) = <I(J)T a£1> eu? (220)

where
¢=-U"'B8a"". (221)

Cholesky decomposition For any symmetric positive-definite matrix A € SP, there exists
a unique upper triangular matrix U € U such that

A=U"U (222)

or, if the matrices A = (4;;) and U = (U,;) are written element-wise,

Ay A - Aip Un 0 e 0 Un U -+ Up

A.Zl A.22 A.QD _ Uis Uy . . 0 'Uz2 U?D (223)
: : . : : : 0 : . . :

ADI AD2 ADD UID U2D UDD 0 0 UDD

This matrix factorization is known as the Cholesky decomposition (Anderson, 2003; Press
et al., 1992) or Cholesky factorization (Golub and Van Loan, 2013; Szeliski, 2010). The upper
triangular matrix U is called the Cholesky factor of A.3

Conversely, for any upper triangular matrix U € U7, there exists a unique symmetric
positive-definite matrix A € S? such that (222) holds. Therefore, the Cholesky decomposi-
tion (222) can be regarded as a bijective function S? — UL It should also be noted here
that, as a necessary condition for a matrix transformation to be bijective, the number of
independent parameters in A € S¥ indeed agrees with that of U € /. More specifically,
either of A and U has D(D + 1)/2 independent parameters because A is a symmetric matrix
and U is an (upper) triangular matrix.

The existence of the Cholesky decomposition (222) can be shown again by induction.
First, assume D = 1, in which case we have A > 0 so that U = /A > 0 satisfies (222). Next,

%The Cholesky decomposition (222) can also be written in the form
A=LLT (224)

where L is a lower triangular matrix with positive diagonals, in which case L is called the Cholesky factor.
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we consider the general case where D > 1. As we have done in (217), let us write A € S f
and U e U f as partitioned matrices such that

A b U B
A= U= 22

(bT a) ’ <0T a) (225)

where A € S f “Land U c U f ~1.35 Then, the right hand side of (222) can be written as
UTU — UT o\ /U B\ (U™ U"8 (226)

BT o) 0" o) T\ BT B2+ a2)
Equating the right hand side of (226) with the partitioned form (225) of A gives

A=U"U (227)
b=U"3 (228)
a=|B|*+a’. (229)

We see that (227) is the Cholesky decomposition from AcsS f TtoUecl f -1 Assuming
that the (D — 1)-dimensional Cholesky decomposition (227) exists, we can find 8 and « as

B=U"Tb (230)

a=+/a—|B]?>0. (231)

Note that (230) is well-defined because UelU f ~! is nonsingular; and so is (231) because we
have a — ||8||* > 0, which can be shown by substituting

A-1
X = (A b) (232)
—1
into (213), giving
0<a—bTA b (233)
=a— || (234)

where we have used (227) (with the both sides inverted) and (230).%

Finally, we observe that the above induction effectively constructs a recursive algorithm
to compute U € YUY from A € SP. The uniqueness of the Cholesky decomposition (222) is
implied by the uniqueness of each operation in the algorithm.

Jacobians of matrix transformations  Bijectivity of the Cholesky decomposition (222) allows
us to change variables between a symmetric positive-definite matrix A € S and its Cholesky
factor U € UP; this change of variables technique is, as we shall see shortly, useful for

%It directly follows from (213) that A>0.In fact, substituting x = (QT, 0) T and the partitioned form (225)
of A into (213), we have KTA% > 0 for any X # 0, showing A 0.

%The inequality (233) can also be shown by noting that the Schur complement (289) of A - 0 with respect to
A, givenby A/ A=a—bTA b, is again positive definite.
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evaluating integrals over the space S of symmetric positive-definite matrices because the
Cholesky factor U = (U;;) € UP has a simpler domain of integration such that

Ui € (0,00), Uij € (—O0,00) (Z < ]) (235)

for diagonal and off-diagonal elements, respectively. In the following, we review some
necessary Jacobians for such matrix transformations.

First, let us find the Jacobian for the Cholesky decomposition (222) between A € Sf
and U € UP. To do so, we work with its element-wise representation given by (223). Since
A = (A;;) is symmetric so that A;; = A;;, we only consider the upper triangular elements A,
of A such that ¢ < j. Writing down the upper triangular elements A;; in lexicographic (or
row-major) order, we have

An =Up (236)
Arz = UnUyy (237)
Aip = UnUip (238)
Agy = Uy + U (239)
Asp = UpoUsp + UnUsp (240)
Aij : UiUij + -+ UUyy - (i <) (241)
App - Utp +Usp + -+ Upp- (242)

Since A;; depends only on U;; and the preceding elements of U in lexicographic order,* the
Jacobian of A with respect to U is a lower triangular matrix of the form

aA _ 8(A117A127---aA1DaA227"'7A2D7"'7ADD)

— = 243
aU 8(U117U12a"‘7U1D;U227'"7U2D7"'7UDD) ( )
Ull U12 UlD U22 U2D UDD
Ay (200 0 0 0 0 0
A *  Un 0 0 0 0
AlD * * Uiy 0
== A22 * * * 2U22 (24:4:)
Asp * * * * Ussy 0
App * * * * * 2Upp
where the diagonal elements are given by
“:2Uii>07 —U:Uu>0 < 9 245
a0, 0., (i < J) (245)
¥More specifically, A;; depends on Uy, ..., U;; and Uy, ..., U;; where i < j, all of which are contained in

the rectangular matrix of dimensionality (¢, j) aligned at the upper-left corner of U.
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and the elements denoted by * are elements possibly nonzero. Thus, we obtain the (absolute)
determinant of the Jacobian in the form

D
——| =207 x 207" x -+ x 2Upp = 2" [JULT . (246)

0A
ou paley

Another matrix transformation of interest here is a linear transformation between two
upper triangular matrices U, R € U f of the form

U =RG (247)

where G € U? is a constant (recall that ¢/ forms a group with respect to multiplication). If
these matrices U = (U;;), R = (R;;), and G = (G};) are written element-wise, then

Un U --- Up Riyw Rix --- Rip Gn G2 -+ Gip
0 Uxp --- Usp 0 Ry -+ Rep 0 Gy -+ Gop

. . ) =1 . . ) . . ) . (248)
0 --- 0 Upp 0 --- 0 Rpp 0 --- 0 Gpp

so that

Ui = RuGu (249)

Uiz = R11G12 + Ri2Gag (250)

Uip = Ry1G1ip + R12Gaop + -+ RipGpp (251)

Usa = Ry2Goy (252)

Usp : RooGop + -+ + RopGpp (253)

Ubp = RppGpp. (255)

Since U;; depends only on R;; and the preceding elements of R in lexicographic order, the
Jacobian matrix OU/OR, defined similarly to (243), is again lower triangular. The diagonal
elements of OU/JR are given by

8Uij
—=G;; >0 256
(9R2-j 1 ( )
where 7 < j so that
ouU b Tr
‘ﬁ :G11XG222X"'XGDD:HGZZ" (257)

Multivariate gamma function The multivariate gamma function (Anderson, 2003; Olver et al.,
2018) is defined by

I'p(a) = /S ) X |+ PHI2 oxp {— Tr (X)} dX (258)

i
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where a > (D — 1)/2; and the integration is taken over the space S of symmetric positive-
definite matrices of dimensionality D. It is a generalization of the ordinary (univariate)
gamma function I'(-) defined by (1.141). In fact, when D = 1, the multivariate gamma
function I'p(+) reduces to the univariate gamma function I'(+) so that I'; (a) = I'(a).

The multivariate gamma function I'p(-) can also be written in terms of the univariate
gamma function I'(-) as

D ,
1 —1
I'p(a) = nPP-D/A Hl r (a - ) (259)
so that we can simplify the normalization constant (B.79) of the Wishart distribution (B.78)
in the form

B(W,v)™' = 22012 |\W|"/ T, (g) (260)

where W € 8P (so that W > 0) and v > D — 1. Similarly, if we define the multivariate
digamma function by

%(a)—ilnrD Zw(a—l_l) (261)

where v(-) is the (univariate) digamma function defined by (107), then the log (absolute)
determinant expectation (B.81) can be written as

Elln|A]] = DIn2 + In|W]| + vp (g) (262)

Let us now evaluate the integral (258) to show the identity (259). We first note that, since
X = (X;;) € 8P is a symmetric matrix, we take the integration only over the D(D + 1)/2
upper triangular elements X;; where 7 < j so that the differential dX means

dX = H dXU = dX11 Xmg cee XmD dXQQ cee dXQD s dXDD. (263)

1<i<j<D

The differential dU of an upper triangular matrix U = (U;;) € U? is defined similarly.
Making a change of variables from X € S to the Cholesky factor U € UP such that
X = U"'U, we have

I'p(a) = /M X[ e (T (X }'— U (264)

= 2D [H/ U2l1 i eXp Ulzl) dU;; H / exp (_Usz) dUl]

1<i<j<D ¥ — >

D(D-1)/4 H r (a ! g 1) (266)
=1

where we have used

(265)

X| = [U"U| = |Uf* H f (267)
D D
Tr(X)=) Xy=» (Up+-+U)= Y U (268)
i=1 i=1 1<i<i<D
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together with the result (246) for the Jacobian of the Cholesky decomposition and the integral
identities

o0 , 1 i—1 i—1
Za—i —u?)du==I"(a— if 2
/0 U exp( u) U 5 (a 5 ) ifa > 5 (269)
/ exp (—u2) du = /. (270)

Normalization of Wishart Let us next show that the Wishart distribution (B.78) is indeed
correctly normalized. Specifically, we show the following integral identity

1
B(W,v) ™t = /SD |A| P2 oxp {—5 Tr (WlA)} dA (71)
+

where the normalization constant B(W, v) is given by (260); and we have written the domain
of integration explicitly so as to make it clear that A € SP.
To evaluate the right hand side of (271), we successively make two changes of variables
of the forms
A =UTU, U = RG (272)

where U, R € U f ;and G e U f is the Cholesky factor of 2W € Sf so that
2W = GTG. (273)

The overall Jacobian factor for the two successive changes of variables (272) is given by

‘ H |G|D+1HRD+1 i (274)

where we have used the results (246) and (257).

It is worth noting here that the change of variables (272) from A € S? to R € U?
effectively makes the resulting random variables R;; where i < j to be independently
distributed: RZ is distributed according to a gamma distribution; and R;; where i < j to
a Gaussian. More specifically, if A € S? follows a Wishart distribution so that p (A) =
W (A|W,v), then it can be shown through the change of variables (272) that

HGam (n %H )] [ I1 N(Rw 0, %)] (275)
1<i<j<D

where we have further made the change variables I?;; = ,/7; for the diagonal elements.* The
above observation is useful for sampling (see Chapter 11) and also shows that the Wishart
distribution is indeed correctly normalized. In the following, however, we evaluate the
integral (271) directly by identifying the multivariate gamma function in order to show the
normalization of the Wishart.

p{nt {Ry|i<j})=

38 A slightly different form of the change of variables (272) where the scale matrix W is decomposed into the
Cholesky factor of itself as W = GT'G, instead of (273), is called the Bartlett decomposition (Anderson, 2003), in
which case R;; where ¢ < j is d1str1buted according to the zero-mean, unit-variance Gaussian A (+|0, 1); and
RZ to the chi-squared distribution (or x?-distribution) with v + 1 — i degrees of freedom or, equivalently, a
gamma distribution of the form Gam (:|(v + 1 —7)/2,1/2).
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Evaluating the right hand side of (271) by making the change of variables (272), we have

J

1
|A|CP7I2 exp {—5 Tr (W-lA)} dA (276)

D
D
D
el / R™R|" 7 exp {~Tr (R'R)} lzD [T1R:+ | ar 277)
uy i=1
oy 2 =
where we have used (274) and the relation
|G| =272 W' (279)

between the (absolute) determinants of W € S f and G e U f ; and identified the integral in
the right hand side with an integral form (264) of the multivariate gamma function I'p(a)
where a = v/2.

Mean and log determinant expectation of Wishart Finally, we show the mean (B.80) and
the log (absolute) determinant expectation (262) of the Wishart distribution (B.78) by making
use of the general identity (64). To this end, we first evaluate the derivatives of the log
probability

D-1 1
InW (AW,v) =In B(W,v) + IH_T In|A|— 5 Tr (W'A) (280)
where D
In B(W, v) = —”Tmfz - gln W] —InTp (g) (281)
with respect to the parameters W and v, giving
1
Vw InW (A|W, 1) = —%W‘T + W TATW T (282)
) D 1 1 oy 1
T IWAIW, 1) = —Z1In2—~In|W| - = (-) “n|A 2
o, MW AW, ) = =5 In2 = SIn[W] = 5¢p (5 ) + 5 In Al (283)

where we have used (339), (344), and (261). Substituting the above derivatives (282) and
(283) into (64), we obtain the expectations (B.80) and (262), respectively.

Note that, since W is symmetric, we should have, strictly speaking, imposed the symmetry
constraint on W when we evaluate the gradient (282). However, since (the expectation of)
the gradient (282) obtained without the symmetry constraint is again symmetric because
of the symmetry of W and A, the result (356) allows us to use (282) for evaluating the
expectation (B.80) by making use of (64).

Having obtained the expectations (B.80) and (262), we can now evaluate the entropy,
which is given by H [A] = —E [In W (A|W, v)] and easily obtained in the form (B.82) by
making use of (B.80). The entropy (B.82) can be further simplified to
M In2+ E

2 2
where we have used (281) and (262).

HA] = Z)_V—D—l

In[W| +InTp (4 o (5) + % (284)

64



Page 693

Paragraph -1, Line —4: “Gamma” should read “gamma” (without capitalization).

Page 693
Paragraph —1, Line —1: b = 1/2W should read b = 1/(2W) for clarity.

Page 696

Equation (C.5): Replacing BT with A, we obtain a more general identity
(P! + AR'B) 'AR' =PA (BPA +R) . (285)

The identity (285) is necessary to show the push-through identity (C.6), which in turn can
be used to show Sylvester’s determinant identity (C.14). As suggested in the text, the above
identity (285) can be directly verified by right multiplying both sides by (BPA + R).
However, I would prefer to prove the general push-through identity (285) together with the
Woodbury identity (C.7) in terms of the inverse of a partitioned matrix, which we have already
seen in Section 2.3.1. To this end, we first introduce a square matrix M that is partitioned

M = (A B) (286)

into four submatrices so that

C D

where A and D are square (but not necessarily the same dimension) and then note that M
can be block diagonalized as

(o D@D A -6 w) o
(5P A ) (e -0 e

if A or D is nonsingular, respectively, where we have written the Schur complement of M
with respect to A or D as

or

M/A =D - CA™'B (289)

or

M/D=A-BD'C (290)
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respectively.* The above block diagonalization identities (287) and (288) yield two versions
of the inverse partitioned matrix M, i.e.,

(é g)_lz ((I) —AI‘lB> (A(;l (M/(?A)l) (_CIA_I (I)) (293)
(MR BT e

and
(é ]]3>_1 - (—DI—lc (1)> ((Mg))_l Dol) <(I) _B;)_l) (295)
_( /D) ~(M/D) ' BD"' o
(—ch(M/D) ' D™'+D"'C(M/D) 1BD1) (296)

respectively. Equating the right hand sides, we have, e.g.,
M/D)'=A"1'+ A'B(M/A) ' CA™! (297)
and
—~(M/A)"'CA'=-D'C(M/D)"". (298)
Substituting (289) and (290) into both sides and replacing D with —D, we finally have

(A+BD'C) ' =A'-A'B(D+CA'B) ' CA"! (299)

and
(D+CA'B)'CA'=D'C(A+BD'C)™" (300)

which are equivalent to (C.7) and (285), respectively.

Page 696

Paragraph 3, Line 2: ) ay,a, = 0 should read ) _, a,a, = 0 (the right hand side should be
a zero vector 0).

Pages 696 and 697

Equations (C.8), (C.9), and (C.12): Note that, although determinant det(-) and trace Tr(-)
only apply to square matrices, the matrices A, B, and C in (C.8) and (C.9) themselves are
not necessarily square. On the other hand, in order for the determinant identity (C.12) to
hold, both A and B must be square.

%Note that the notation for the Schur complement is chosen to suggest that it has a flavor of division (Minka,
2000). In fact, taking the determinant on both sides of (287) and (288), we have from the definition (C.10) of the
determinant that

det(M) = det(A) det(M/A) (291)

and
det(M) = det(D) det(M /D) (292)

respectively.

66



Page 697

Paragraph 1, Line 1: The lower ellipsis (. . .) should be centered (- - -).

Page 697

Equation (C.17): It is clear that the definitions for the “vector derivative” (C.17) of a scalar
with respect to a vector and that (C.18) of a vector with respect to a vector contradict each
other. The vector derivative of the form (C.17) is usually called the gradient whereas (C.18) is
called the Jacobian (Minka, 2000). Note that (C.16) is a special case of (C.18) and thus the
Jacobian. In order to avoid ambiguity, we should use a different notation, say, V for the
gradient, as defined in the following.

Gradient with respect to a vector Given a vector function y(x) = (y1(x), ..., yu(x))" ofa
vector x = (zq,. .., :pD)T, we write the gradient Vy of y(x) with respectto x asa D x M
matrix of partial derivatives so that

ow o
a . X1 X1

V@yz<gﬁ>= SRR (301)
oxp °°  Oxp

As a special case, we see that the gradient Vyy of a scalar function y(x) with respect to a
column vector x is again a column vector of the same dimensionality as x, corresponding to
the right hand side of (C.17), i.e.,

Oy
o1
VMI(%): . (302)
8@ Ay
dzp

Chain rule for gradient Note that the right hand side of the definition of the gradient (301)
is identical to the transpose of the Jacobian 0y /0x = (0y;/0x;) so that

a T
Vxy = <a_>};> (303)

as a consequence of which the chain rule for the gradient is such that the intermediate
gradients are built up “towards the left,” i.e.,

0z Oy T
Viz(y) = (8_y8_x> = VxyVyz. (304)

Since the chain rule (304) is handy when we compute the gradients of composite functions
(see below), I would suggest that it should also be pointed out in the “(Vector and) Matrix
Derivatives” section of Appendix C.
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Taylor series in terms of gradients At this point, one might wonder why we use the two
different forms of vector derivative that are identical up to the transposed layout, i.e., the
gradient Vyy and the Jacobian dy/0x. As Minka (2000) points out, Jacobians are useful in
calculus while gradients are useful in optimization. For instance, we can write down the
Taylor series expansion (up to the second order) of a scalar function f(x) succinctly in terms
of the gradients as

2

fx+em) = f(x) + en"g(x) + S0 HEx)n + O () (305)

where g(x) and H(x) are the gradient vector and the Hessian matrix of f(x), respectively,
so that

of 2%f 22f
Ox1 0x10x1 tt 9x10xp
g(x) = Vi f(x) = ) H(x) = V.V, f(x) = : . : (306)
of 2f of
afZ‘D 8xD8x1 e axpal'p

Page 697

Equation (C.19): Following the gradient notation (301), we see that (C.19) should read
\Y% {xTa} =V {aTx} =a (307)
where we have omitted the subscript x in what should be V.

Vector derivative identities Some other useful identities I would suggest to include are

\Y {XTAX} =VTr (XXTA) = (A + AT) X (308)
vV {Bx} =B" (309)
V{gy} =Voy" +¢Vy (310)

where the matrices A and B are constant. Note that the term x" Ax in (308) is a quadratic
form and thus the square matrix A is usually taken to be symmetric so that A = AT, in

which case we have
V {x"Ax} = 2Ax. (311)

Substituting A = I gives
VIx|? = 2x (312)

where ||x|| = v/xTx is the norm of x.

We make use of the above identity (312) when, e.g., we take the gradient (114) of a
sum-of-squares error function of the form (113) where we also make use of (304) and (309).
The same result (114) can also be obtained by first expanding the square norm in (113) and
then differentiating the expanded terms with (311) and (309).

The product rule (310) is used when, e.g., we evaluate the Hessian (5.83) of a nonlinear
sum-of-squares error function (5.82), which generally takes the form

1 1
J=5> cn=5lel’ (313)



where we have writtene = (g1,...,¢ N)T. The gradient Vg J and the Hessian V4 Vg J of the
error function J with respect to some parameters 8 = (6,,....6 M)T (on which the errors
depend nonlinearly) are given by

N

VJ =) e,Ve,=(Ve)e (314)
n;l

vwIi=3" {vgn (Vo)™ + gnvvgn} (315)
n=1

= Ve (Ve)' + [Vvec(Ve)] (e ® Iy) (316)

where we have made the subscript 8 of the gradient operators implicit; and written the
M x M identity matrix by I,,. Here, the vectorization operator vec(-) and the Kronecker
product ® are defined as

Vi AnB -+ AnB
vee(V)=| |, A®B= : : (317)
VL ApnB -+ AynB

where V = (vy,...,vy);and A = (4;;) isan M x N matrix (Magnus and Neudecker, 2007).

Note that the second form (316) of the Hessian VV J of the nonlinear error function ./,
which, however, does not necessarily lead to an efficient implementation (neither does that
of the gradient VJ), can be directly obtained by making use of the general product rule

V{R¢} =VopR" + Vvec(R) (¢ ®1y) (318)

where M is the number of rows of R. One can easily show the product rule (318) through
its expanded form

N N N
v {Z ¢nrn} =D Véury+) 6a.Vr, (319)
n=1 n=1 n=1

where R = (ry,...,ry) and ¢ = (¢4, ..., ng)T.‘m Note also that the identities (309) and
(310) are special cases of (318).

“The product rule (318) can also be shown directly. For interested readers, I would like to note that the first
term in the right hand side of (318), i.e., the gradient through ¢, directly follows from (309); and the second
term, i.e., the gradient through R, follows from the identity

R¢ = vec (Rep) = (¢ @ 1) vec (R) (320)

which itself follows from the property of the vectorization operator and the Kronecker product (Magnus and
Neudecker, 2007)
vec (ABC) = (C" ® A) vec(B). (321)

Taking the gradient of the right hand side of (320), we obtain
V{(¢" @) vec(R)} = Vvec(R) (¢ @ 1y) (322)

where we have assumed ¢ to be constant and used the transpose identity of the Kronecker product (Magnus
and Neudecker, 2007)
(AoB)' = AT @ BT. (323)
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Finally, I would like to point out that the gradient of the inner product
Vi{u'v} =V {viu} = (Vu)v+ (Vv)u (324)

is another special case of the general product rule (318). The identities (307) and (308) are, in
turn, special cases of (324).

Page 698

Equation (C.20): Although the Jacobian of a vector with respect to a vector is defined in
(C.18), the Jacobian of a matrix with respect to a scalar has not been defined. In the following,
we define the Jacobian of a matrix as well as the gradient of a scalar with respect to a matrix.
See (Minka, 2000) for more discussions.

Jacobian of a matrix The Jacobian A /0z of a matrix A = (A;;) with respect to a scalar
is defined as a matrix of the same dimensionality as A so that

OA  [0Ay
o = ( = ) (325)

which is analogous to (C.18) in that the partial derivatives are laid out according to the
numerator, i.e., A.

Gradient with respect to a matrix On the other hand, the gradient (301) is such that the
derivatives are laid out according to the denominator. In a similar analogy, we can define
the gradient V oy of a scalar y with respect to a matrix A as

Vay = (aA-)‘ (326)
ij

Page 698

Equation (C.22): For this identity to be well-defined, it is necessary that we have det(A) > 0.
We should make this assumption clear. Or, if we adopt the absolute determinant notation (56)
for |A|, the identity (C.22) holds, in fact, for any nonsingular A such that det(A) # 0 as we
shall see shortly.

The section named “Eigenvector Equation” of Appendix C gives us a hint for a proof
of (C.22) where A is assumed to be symmetric positive definite so that A > 0. Although
the restricted proof outlined in PRML is indeed highly instructive, we need a more general
proof because we make use of this identity, e.g., in Exercise 2.34 without the assumptions
required by the restricted proof.4!

“Note that one can easily extend the restricted proof of (C.22) for symmetric positive-definite matrices A in
terms of the eigenvalue decomposition, outlined in PRML, so as to use instead the singular value decomposition or
SVD (357) in order to show (C.22) for any nonsingular matrix A such that det(A) # 0. Here, I would however
like to present a proof in terms of Jacobi’s formula (327), which is more direct and general. I leave the proof of
(C.22) in terms of the SVD as an exercise for the reader. Hint: The right hand side of (C.22) can be written as
Tr (2*1(‘)2 / 8x) where A = UXVT is the SVD of A because it follows from the orthonormality (C.37) of U
that Tr(UTOU/dx) = 0 and similarly for V. Finally, note that the absolute determinant of A is equal to that
of 33 and thus to the product of the singular values o; > 0 such that 3 = diag (0;), i.e., |A| = |3| =[], 0
where we have used (56).
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Jacobi’s formula To this end, we first show Jacobi’s formula, which is an identity that holds
for any square matrix A given by
0 0A
—det (A) =Tr (AT— 327
o det () =T (752 (627)
where AT is the adjugate matrix of A. The (ij)-th element AIJ- of the adjugate matrix AT is
given by
Al = (=1)"™7 det (A1) (328)
(beware that the superscript (ji) of AU? is not (ij) but it is “transposed”) where A (%) (the
superscript (ij) is not “transposed” here) denotes a matrix obtained by removing the i-th

row and the j-th column of A.
From the well-known identity

AAT = ATA = det(A)I (329)

(consult a linear algebra textbook for a proof), we can write the inverse matrix A ™! in terms
of the adjugate matrix AT so that

Af
= 330
det(A) (330)
if A is nonsingular so that det(A) # 0. Note also that the above identity (329) implies
det(A) = > AgAl, = Al Ay, (331)
! k

for any ¢ and j. Substituting this identity (331) into the left hand side of (327) and noting
that, from the definition (328) of the adjugate matrix, AL- is independent of A;, nor A;; for
any k, we have

0 B ) oAy ) ool ady
5 1T (A) =2 {aAij ; A"“A’“} 5 = 2 {aA@-j ; AJ”“A’”} o 32

ij ij

a A

_ T ij

— %: Al > (333)

=Tr a—AAT = Tr ATa—A (334)
ox ox

which proves the identity (327).

Derivative of log absolute determinant Assuming that A is nonsingular so that det(A) # 0,
we can evaluate the left hand side of (C.22) as

0 1 0

where we have used the notation (56) for |A|. Substituting (327), we obtain

0 L (0A L0A

where we have used (330).
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Page 698

Equations (C.24) through (C.28): Since these derivatives are gradients of a scalar with respect
to a matrix A, the operator % should read V 4 if we adopt the notation (326).

Matrix derivative identities For example, (C.24) should read
VaTr (AB) =VATr (ATB") = B” (337)
where we have used the transpose and the cyclic identities of the trace operator Tr(-), i.e.,
Tr(A)=Tr(A"), Tr(AB)=Tr(BA) (338)

respectively. As described in the text, the identity (337) directly follows from (C.23). At this
moment, I would like to point out an observation helpful for remembering (337). First, note
that the gradient of a scalar with respect to a matrix A is, by definition (326), a matrix of the
same dimensionality as A. On the other hand, in order for the trace Tr (AB) to be meaningful,
B must be of the same dimensionality as A™. Thus, (337) passes the “dimensionality test,”
meaning that all the matrix operations in (337) are meaningful. Note also that (C.25) and
(C.26) are special cases of (337).
Similarly, the gradient of the log (absolute) determinant (C.28) should read

Valn|A|=A"T (339)
where we have used (C.4) and defined
AT=(AT) T = (A, (340)

Again, if we adopt the notation (56) for |A|, we see that (339) holds for any nonsingular

matrix A such that det(A) # 0.
The identity (339) can be shown by identifying x with A;; in (336) where A;; is the (ij)-th
element of A; and then making use of (C.23), which can be stated more suitably for our

purpose here as
Tr (;jB) =Tr (B;j) = Bj;. (341)
i i

Here, the Jacobian matrix 0A /0 A;; is, by definition (325), a matrix of the same dimensionality
as A such that only the (ij)-th element is one whereas all the other elements are zero, i.e.,

J
0A
8141»]-

il (342)

where all the elements omitted or denoted by dots (- - -) are zero. Note that Svensén and
Bishop (2009) effectively make use of (341) in the solution of Exercise 2.34.

In addition to the above mentioned matrix derivative identities, I would suggest to
include the following:

VaTr (ABATC) = C'AB" + CAB (343)
VaTr (A7'B) = -A""B"A~ " (344)
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We use the identities (343) and (344), e.g., when we show (13.113) in Exercise 13.33 and (2.122)
in Exercise 2.34, respectively. It should also be noted that (C.27) is a special case of (343).

The identity (343) can be shown as follows. Assuming that B and C are constants, we
have

A A
{ABATC} = a—BATC + AB (% ) C. (345)
x
Taking the trace of the both sides gives
A A
9 Tr (ABA'C) =Tr 0 —BA'C ) +Tr 0 —BTATCT (346)
Ox Ox ox

where we have rearranged the factors inside the second trace Tr(-) in the right hand side by
making use of (338). We finally obtain (343) by identifying x with A;; and making use of
(341). The identity (344) follows similarly from

) N OA .,
3 Tr (A™'B) = T((9 AT'BA” ) (347)

T i

which itself follows from (C.21).

Symmetric matrix derivatives So far, we have considered derivatives with respect to a matrix
that is not symmetric in general. However, matrices for which we take derivatives in order
to, say, perform optimization (e.g., maximum likelihood) or evaluate expectations by making
use of (64) are often symmetric. For example, the covariance X of the multivariate Gaussian
distribution is symmetric positive definite. When we derive the maximum likelihood solution
for 3 in Exercise 2.34, we ignore the symmetry constraint on X to calculate the derivatives
of the log likelihood with respect to 3. The maximum likelihood solution Xy, is obtained
by solving necessary conditions that the derivatives should vanish, after which we find
> ML to be symmetric positive definite. The fact that the solution Xy, is symmetric is not
a fortunate coincidence but a consequence of the symmetry in the necessary conditions
solved. In fact, even if we had imposed the symmetry constraint on X in the first place, we
would have obtained an equivalent set of equations to solve, giving the same solution. We
can understand why this is the case by considering derivatives with respect to a symmetric
matrix in more general terms as follows.

Let ¢(A) be a scalar function of a square matrix A where A = (A;;) is not symmetric in
general so that A;; # Aj;. As usual, we write the gradient of ¢(A) with respect to A as

Vaola) = (530a)) (348)

Suppose that we want to evaluate the gradient of ¢(S) where S = (.S;;) is symmetric so that
Si; = Sji- The derivative of ¢(S) with respect to an off-diagonal element S;; where i # j
consists of two derivatives through A;; and Aj; so that

0 0 0
where we have written 5 5
= A .
5408 = a0 (350)
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The derivative of ¢(S) with respect to an diagonal element S;; is given by

0 0
S5 9(8) = 50(S). (@51)
Thus, we can write
Vsh(S) = Vad(8) + Vasd(S)" — diag (Vag(S)) (352)
where we have written
Vao(S) = Vao(A)|,_s- (353)

For example, if A and B are both symmetric in (337), we have
VaTr (AB) = 2B — diag(B). (354)

The identity (352) is, however, not very useful in practice. A more useful observation
can be made by considering equations obtained by setting the derivatives equal to zero.
Specifically, it readily follows from (349) and (351) that, if V A ¢(S) is symmetric (which does
hold, say, for the necessary conditions for X\, we mentioned above), we have

Vshp(S) =0 <= Va4(S)=0 (355)

which implies that we can solve Vg¢(S) = O without the symmetry constraint on S, i.e., by
simply solving Va¢(S) = O and then obtain a solution S that is indeed symmetric.

When we evaluate expectations by making use of (64), we consider equations obtained
by setting the expected derivatives equal to zero. With much the same discussion as above,
if E[Va¢(S)] is symmetric, we have

E[Vso(S)]=0 <= E[Vag(S)]=0. (356)

It should be noted here that the score function (63) occurring in (64) is defined only for
independent parameters. Therefore, if the parameters of interest are, say, a symmetric matrix
(e.g., the scale matrix W of the Wishart distribution is symmetric positive definite), we
must, strictly speaking, impose the symmetry constraint on the parameters. The equivalence
relation (356), however, allows us to safely ignore the symmetry constraint on S and use
E[Va¢(S)] = O instead.

Page 700

Paragraph 2, Line —1: The determinant of the orthogonal matrix U can be either positive
or negative so that we should write det(U) = %1 (which is, if the notation (56) is adopted,
equivalent to |U| = 1). Although it is possible to take U such that det(U) = 1 (one can flip
the sign of det(U) by, say, flipping the sign of any one of the eigenvectors {u; }), there is no
point in doing so in practice theoretically nor numerically. In fact, it is easy to see that the
following discussion remains valid provided that U is orthogonal so that we have (C.37) but
not necessarily that det(U) = 1. Moreover, most software implementations of symmetric
eigenvalue decomposition only guarantee that U is orthogonal so that det(U) = +1.
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Singular value decomposition In the special case where the matrix A is symmetric positive
semidefinite or A > 0, we can identify the eigenvalue decomposition (C.43) with the singular
value decomposition or SVD (Press et al., 1992; Golub and Van Loan, 2013) so that we can
use an SVD routine to compute the eigenvalue decomposition of A. The SVD is generally
defined for any real matrix P not necessarily square, say, of dimensionality A/ x N, so that
the SVD of P is given by

R
P=USV"=> ouyv/ (357)

where U = (uy,...,uy)and V = (vy,...,vy) are orthogonal matrices of dimensionali-
ties M x M and N x N, respectively; 3 is an M x N diagonal matrix with nonnegative
diagonal elements, called the singular values, o1 > --- > op > 0 arranged in descending
order; and R < min(M, N) is the rank of P. Note again that U and V are only guaranteed
to be orthogonal so that det(U) = £1 and det(V) = £1.

Page 700
The text following (C.41): The multiplication by U can be interpreted as a rotation, a reflection,
or a combination of the two.

Page 705

Equation (D.8): It would be helpful if we make it clear that the left hand side of (D.8)
corresponds to the functional derivative so that we should modify (D.8) as

OF oG d (8G> _ (359)

oy(r) ~ Oy dw \dy

Page 705

Paragraph —1, Line 1: Despite the statement, it is not that straightforward to extend the
results obtained here to higher dimensions. Although such an extension is not required in
PRML, it is useful when we analyze a particular type of constrained optimization problem
commonly found in computer vision applications such as optical flow (Horn and Schunck,
1981). Here, I would like to consider an extension of the calculus of variations to a system
of D-dimensional Cartesian coordinates x = (z1,...,z D)T € RP and find the form of the
functional derivative as well as a more general boundary condition for such a derivative to be
well-defined. To this end, we first review some identities concerning the divergence (Feynman
et al., 1964). The divergence of a vector field

p1(x)
p(x)=| e R” (359)
pp(x)
is a scalar field of the form
Op;
divp = Z ai p (360)
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where we have omitted the coordinates x in the function arguments to keep the notation
uncluttered. For a differentiable vector field p(x) defined on some volume © C R?, the
divergence theorem (Feynman et al., 1964) states that

/divpdV:f p-ndS (361)
Q o0

where the left hand side is the volume integral over the volume (2; the right hand side is the
surface integral over its boundary 0f2; and n(x) is the outward unit normal vector of 0f2.
Assuming that the coordinates x = (ml, N D)T are Cartesian, we can write the volume
element as dV = dz; - - - dzp = dx and the inner productas p - n = p'n. Making use of
the divergence theorem (361) together with the following identity

div (¢p) = Vo'p + ¢ divp (362)

we obtain a multidimensional version of the “integration by parts” formula

/ Volpdx= ¢ ¢p'ndS — / o div p dx. (363)
Q a0 Q
Let us now consider a functional of the form
Eu(x)] = / L (x, u(x), Vu(x)) dx (364)
Q

where u(x) € R is a function (scalar field) defined over some volume 2 C R” and
L(x, f,g) € Risafunctionof x € , f € R, and g € R”. Thus, the functional F [u(x)] € R
maps u(x) to a real number. As in the ordinary calculus, we can define the derivative of
a functional according to the calculus of variations (Feynman et al., 1964; Bishop, 2006). In
order to find the form of the functional derivative, we consider how F [u(x)] varies upon a
small change en(x) in u(x) where 1(x) is the “direction” of the change and ¢ is some small
constant. The first-order variation of F [u(x)] in the direction of 7(x) can be evaluated as

3Bfuin) = liny > {Elu+ en) ~ E[u) (369
= lim E / {L(x,u+en,V(u+en)) — L(x,u, Vu)}dx (366)
e—0 € Q
oL
_ /Q {”W i vnTng} dx (367)

where we have assumed that L(x, f, g) is differentiable with respect to both f and g; and we
have written

oL 0

a7 = 8_fL (x,u, Vu), Vel = VL (x,u,Vu). (368)
By making use of the multidimensional integration by parts (363), we can integrate the
second term in the right hand side of (367), giving

oL
§E[u;n) = /Q n {a_f — div (ng)} dx + i . nVeL™n dS. (369)
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In order for the functional derivative to be well-defined, we assume the surface integral term
in the variation (369) to vanish so that we have the following boundary condition

7{ nVgL™n dS = 0. (370)
o0

The boundary condition (370) holds if
n(x) =0 (371)

or
Vel 'n(x) =0 (372)

for all x € Jf2. The first condition (371) holds if we assume the Dirichlet boundary condition
for u(x)
u(x) = up(x) (373)

where x € 01, i.e., u(x) is assumed to be fixed to some value u((x) at the boundary 0f2 and
so is u(x) + en(x) in (365), implying (371). Another common boundary condition for u(x) is
the Neumann boundary condition

Vu(x) n(x) =0 (374)

where x € J{). The Neumann boundary condition (374) is implied by the second condi-
tion (372) for the optical-flow energy functional as we shall see shortly. Having assumed that
the boundary condition (370) holds, we can write the first order variation (369) in the form

oE
dE[u;n] = A n@u(x) dx (375)
where we have written O oL
= _— —di L). 7
Julx) — of iv (Vgl) (376)

The volume integral in the right hand side of (375) can be seen as the inner product
between 7)(x) and 0F/0u(x), from which we conclude that the quantity 0F /Ju(x) is what
should be called the functional derivative.*> A stationary point of a functional E[u(x)] is
a function u(x) such that the variation J Eu; n] vanishes in any direction 7(x) and thus
satisfies the Euler-Lagrange equation given by

oFE
ou(x)

= 0. (377)

Finally, we present an application of the multidimensional calculus of variations to a dense
motion analysis technique called optical flow in the following. Suppose that, given a pair
of (grayscale) images Iy(x) and I;(x) where x € R? that are taken at some discrete time
steps t = 0 and t = 1, respectively, we wish to find a motion vector field from Iy(x) to [;(x)

mm=C“U (378)

#2Here we use a notation for the functional derivative that is different from the one used in PRML. The
notation 9E/Ju(x) employed here is more like an ordinary derivative and can be extended to the case of a
vector field u(x) analogously to the gradient as we shall see in (382).
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defined over x €  C R Horn and Schunck (1981) sought for u(x) that minimizes an
energy functional that takes essentially the same form as

J[u(x)] = Jaaa[u(x)] + @ Jimootn[U(x)] (379)

where
Jala0] = 5 [ (x-+ u0) ~ T e (350)
T 03] = 3 /Q (Va0 + Vo)) dx. (381)

Here, the domain 2 is assumed to be continuous and is typically rectangular. We call the first
term Jya [u(x)] in (379) the data-fidelity term; the second term Jgmootn [U(X)] the smoothness
(regularization) term; and the coefficient « the regularization parameter. According to
the multidimensional calculus of variations, a stationary point of the optical-flow energy
functional (379) satisfies Euler-Lagrange equations of the form

_ (0J/ou(x)\ e (x,u(x))’ div (Vu(x))\
Vg = (aJ/av(x)) =Vu {T} - (div (vv(x))> =0 G8)

where we have written
e(x,u) = I1(x +u) — [H(x). (383)

For the functional derivatives 0.J/0u(x) and 0.J/0v(x) to be well-defined, let us assume
the boundary condition given by (372) for each functional derivative, which implies the
Neumann boundary condition for u(x), i.e.,

Vu(x) 'n(x) =0, Vo(x) 'n(x) = 0 (384)

for all x € 02 where 02 is the boundary of €2 and n(x) is the outward unit normal vector of
0€). Thus, solving the above Euler-Lagrange equations (382) with the Neumann boundary
condition (384), we obtain the desired motion vector field u(x). The Euler-Lagrange
equations given by (382) are elliptic partial differential equations (elliptic PDEs) and can be
solved numerically by a type of relaxation method such as the Gauss-Seidel method or the
(weighted) Jacobi method or by a more efficient multigrid technique (Press et al., 1992; Briggs
et al., 2000).

Page 708

Equation (E.3): The right hand side should be a zero vector 0 instead of a scalar zero 0.

Page 708
The text after (E.4): V4L = 0 should read VL = 0 (the right hand side should be a zero
vector 0).
Page 709
Paragraph -2, Line 5: V f(x) = 0 should read V f(x) = 0 (the right hand side should be a

zero vector 0).

78



Page 716

Column 1, Entry —2: The second edition of An Introduction to Probability Theory and Its
Applications, Volume 2 by Feller was published in 1971 (not 1966, which is the year of
publication of the first edition). Also, “its” should read “Its” (with the first letter capitalized).
Page 716

Column 1, Entry —1: “The Feynman Lectures of Physics” should read “The Feynman Lectures
on Physics.”

Page 717

Column 2, Entry 7: “John Hopkins University Press” should read “The Johns Hopkins
University Press.”

Page 733

Column 1, Entry 6: “independent identically distributed” should read “independent and
identically distributed” (see also Section 1.2.4).

Page 733

Column 1, Entries 22 and 24: These duplicated entries should be consolidated into a single
entry for “independent and identically distributed” (i.i.d.).
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